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ABSTRACT
Land cover map development was done on the base of the Landsat 7 ETM+ images. As a background topographical map of the scale 1:100 000 was used. Satellite image interpretation was done automatically using coefficients of spectral brightness for image and etalon (standard) types of landscape surfaces and the rule of minimum distance. Total number of 14 types of lands for Sankt-Petersburg greenbelt area was identified: broadleaf forest, mix forest, Scots pine dominated forest, Norway spruce dominate forest, clear cuttings, bushes and low dense forest, meadows and hay fields, agricultural lands, open areas (badlands), dacha settlements and villages, cities areas (including roads), areas densely covered by houses, bogs, waters. The results of satellite image interpretation were checked by comparison with ground truth data on 37 sample plots, statistical reliability of classification appears to be equal 85%. As a result of satellite image interpretation the digital land cover map for the Sankt-Petersburg green belt area of the scale 1:100 000 was developed. Each of the 14 types of the land was represented as a separate layer in ArcView3.2 GIS in the format SHP (ArcView3.2 Shape file). It appears that all kind of the forests cover 56.0% of the total green belt area with serious prevailing of Scots pine dominated forests – 31.1%, agricultural lands – 22.0%, all kind of populated areas – 18.6%, bogs and waters – 2.9%. This data and spatial patterns of each type of land distribution were compared with the data and maps obtained from other sources by means of GIS technique.
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1 INTRODUCTION
Sankt-Petersburg green belt area account in total as much as 693 394 hectares, destine first of all for social and recreational use and last years is affected by a number of different kinds of influences such as house and industrial construction, pipelines construction, mining operations for peat, granite stove, gravel and sand, forestry operations such as thinning, felling, clear cuttings (sometimes illegal) etc. That is why was made a decision to create for this area special multi level, multi layer and multi functional GIS to manage and control the possible developments and changes in greenbelt land cover. Main layers which were created represent information on economics and management, ecological, social, cultural and historical aspects of greenbelt area.

We consider the GIS as a universal mean for combining, integrating, visualization and analysis of the spatial data relevant for green areas inventory and management from different sources and fields of interest such as: geology and geomorphology; climate, soil and water sciences; forestry, botany, dendrology and zoology; landscape ecology and nature protection; demography, economy, sociology, logistics, transport etc.

In such a way GIS implementation provide a new view on many problems and also help in decision such actual tasks as: socio-economic estimation of the lands and development of cadastre; organization and providing advanced systems for continues green areas inventory, land use management and planning; development of the system of protected forest territories for nature conservation; integration of the forest lands use into general regional land use system

Land cover map developed on the base of satellite images was considered as an essential component of GIS because first, such a map originated from an independent information source different from official and traditional data and may be used for verification of last, second, land cover map may be used for detection of the future changes in land use within greenbelt area.
It was planned that land cover map should include such main categories of land as forests (with subdivision on coniferous, broadleaves, mixed and of low dense), clear cuttings, bushes, meadows, agricultural lands, open soils, bogs, waters, populated areas (with subdivision on villages and dacha settlements, cities and areas look like cities). In order to be joining with the whole GIS for greenbelt area and be compatible with used ArcView3.2 software land cover map should be presented as a number of separate layers, corresponding to each theme in SHP format.

Next demand on land cover map consist in it registration in WGS-84 coordinate system for further geo referenced calculations and different kinds of spatial analysis.

2 SATELLITE AND BACKGROUND DATA FOR MAP DEVELOPMENT

For the land cover map development was analyzed 12 of multi spectral digital Landsat scenes with spatial resolution of 30 meters 5 of which was chosen for following treatment. Chosen scenes are presented in the table 1.

Table 1. Satellite data used for land cover map development.

<table>
<thead>
<tr>
<th>Date</th>
<th>Satellite</th>
<th>Scanner</th>
<th>Image</th>
</tr>
</thead>
<tbody>
<tr>
<td>07.05.1993</td>
<td>Landsat 5</td>
<td>TM</td>
<td></td>
</tr>
<tr>
<td>26.08.1996</td>
<td>Landsat 5</td>
<td>TM</td>
<td></td>
</tr>
<tr>
<td>31.08.1997</td>
<td>Landsat 5</td>
<td>TM</td>
<td></td>
</tr>
<tr>
<td>25.04.2000</td>
<td>Landsat 7</td>
<td>ETM+</td>
<td></td>
</tr>
<tr>
<td>22.04.2002</td>
<td>Landsat 7</td>
<td>ETM+</td>
<td></td>
</tr>
</tbody>
</table>
As a background topographical map of the scale 1:100 000 was used.

3 SATELLITE IMAGES TREATMENT AND MAP DEVELOPMENT

Two types of images corrections were done: geometric and radiometric. Geometric correction of the image was done, first, to compensate Earth rotation and curvature and second, to combine image and background map. Radiometric correction removes the noise and defective scanning lines. Also as a result of pretreatment were calculated coefficients of spectral brightness (figure 1) for image as a main source of physical information on scanned natural surface.

After satellite images geometric and radiometric corrections composite image (figure 2) on the area in interest was created and transformed into WGS-84 coordinate system. This synthesized image contain information needed for further thematic land cover classification (Jackson and Reginato, 1977; McGinnis and Tarpley, 1985; Chapursky, 1986; Spectral library for ASTER).

![Figure 1. Coefficients of spectral brightness for main types of vegetation of Sankt-Petersburg greenbelt area.](image1)

![Figure 2. Synthesized image prepared for thematic interpretation.](image2)
On figure 2. also delineated the borders of Sankt-Petersburg city and its greenbelt area.

Final land cover map for Sankt-Petersburg greenbelt area was obtained after last image automatic classification procedure using etalons (Curran and Hay, 1986; Homer et al., 1997; Cohen et al., 2001). Total number of 14 land categories was detected. The results of satellite image interpretation were checked by comparison with ground truth data on 37 sample plots, statistical reliability of classification appears to be equal 85%.

Figure 3. Results of image interpretation and land classification using etalons.
Each of the 14 types of the land was represented as a separate layer in ArcView3.2 GIS in the format SHP (ArcView3.2 Shape file) and became an essential part of total GIS for the whole greenbelt. For each land category its area was calculated using GIS options. The results are presented in the table 2.

Table 2. Main types of lands of Sankt-Petersburg greenbelt area

<table>
<thead>
<tr>
<th>Type of land</th>
<th>Area, hectares</th>
<th>Area, %</th>
</tr>
</thead>
<tbody>
<tr>
<td>Broadleaves forests</td>
<td>110 659</td>
<td>16.0</td>
</tr>
<tr>
<td>Mixed forests</td>
<td>11 162</td>
<td>1.6</td>
</tr>
<tr>
<td>Coniferous, mainly Scots pine forests</td>
<td>215 729</td>
<td>31.1</td>
</tr>
<tr>
<td>Coniferous, mainly Norway spruce forests</td>
<td>20 150</td>
<td>2.9</td>
</tr>
<tr>
<td>Clear cuttings in coniferous forests</td>
<td>556</td>
<td>0.1</td>
</tr>
<tr>
<td>Bushes and low dense forests</td>
<td>37 721</td>
<td>4.4</td>
</tr>
<tr>
<td>Meadows</td>
<td>9 982</td>
<td>1.4</td>
</tr>
<tr>
<td>Bogs</td>
<td>10 104</td>
<td>1.2</td>
</tr>
<tr>
<td>Agricultural lands</td>
<td>142 866</td>
<td>20.6</td>
</tr>
<tr>
<td>Villages and dacha settlements</td>
<td>51 488</td>
<td>7.4</td>
</tr>
<tr>
<td>Cities</td>
<td>16 543</td>
<td>2.4</td>
</tr>
<tr>
<td>City like areas</td>
<td>60 770</td>
<td>8.8</td>
</tr>
<tr>
<td>Waters</td>
<td>11 929</td>
<td>1.7</td>
</tr>
<tr>
<td>Open soils</td>
<td>2 735</td>
<td>0.4</td>
</tr>
<tr>
<td><strong>Total</strong></td>
<td><strong>693 394</strong></td>
<td><strong>100</strong></td>
</tr>
</tbody>
</table>

From table 2 follows that all kind of the forests (including bushes and low dense forest) cover 56.0% of the total green belt area with serious prevailing of Scots pine dominated forests – 31.1%, agricultural lands (together with meadows usually used for hay collection) – 22.0%, all kind of populated (covered by houses or industrial objects) areas – 18.6%, bogs and waters – 2.9%.
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A METHOD FOR CALIBRATED MAXIMUM LIKELIHOOD CLASSIFICATION OF FOREST TYPES
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ABSTRACT

A new method for calibrated maximum likelihood (ML) classification of forest types has been developed for the Swedish CORINE land cover mapping project. The method corrects for the tendency of the ML-algorithm to over-represent dominant classes and to under-represent less frequent ones. The correction procedure iteratively adjusts the prior weights until class frequency in the output corresponds to objective (field-inventoried) estimates of the frequency for each class. National forest inventory data measured from a five-year period is used both for the estimation of relative frequency and to derive spectral signatures for each class. The method was implemented operationally in an automated production line which enabled rapid production of a country-wide forest type map from Landsat TM satellite data. This paper describes the details of the method and demonstrates results from operational use.

Keywords: a priori probabilities, Maximum likelihood, iterative, Landsat, proportions, forest inventory.

1 INTRODUCTION

The EU-CORINE Land Cover project has as an objective to map land cover from satellite imagery with a common classification scheme for all participating EU countries. The project started with the target year of 1990 and is repeated on a 10 year cycle; Sweden joined the CORINE mapping effort for the target year 2000. Simultaneous to producing CORINE, a spatially and thematically more detailed “Swedish Land Cover” map was made from which CORINE was generalized. To produce a cloud-free coverage, 50 Landsat ETM+ images were classified within two years. To reach this goal, an automated system was developed to perform the classification with minimal manual intervention. This paper describes the classification method used for the forest classes, referred to as a “calibrated Maximum Likelihood classification.” The procedure iteratively adjusts the prior weights until expected proportions of forest classes are achieved. Brief descriptions of the steps leading up to the classification, such as image preprocessing and updating of forest inventory data, are also given.

The classification method chosen for CORINE needed to berepeatable and robust since mapping should be repeated every 10 years. For this purpose, it is desirable when classifying large areas with multiple satellite images and a large number of classes to have access to a current and large field data set. Sweden has access to such field data for forestland through the annual National Forest Inventory (NFI), which is carried out by the Swedish University of Agricultural Sciences (SLU). The NFI data, through their systematic random sample over the country, provide statistically sound information about the presence and proportion of different forest types. The forest classification, also carried out by SLU, used NFI plot data to a large extent, for training data. In this case, the roll of the prior weights as used in the calibrated ML classification is to obtain an accurate spatial mapping of each class based on the satellite image and area estimates derived from the forest inventory.

The Maximum Likelihood (ML) algorithm is a classifier often used in land cover mapping. A documented effect when assuming actual prior probability for all classes is that dominant classes tend to be over-classified and more rare classes are under-represented in order to achieve the goal of minimising the number of misclassified pixels (Lillesand and Kiefer 2000). The problem can be corrected by carefully modifying the prior weights for each class until it gets the proper representation in the output. Several early studies such as Strahler (1980), and Skidmore and Turner (1988) pointed out the utility of including a priori probabilities within the ML classifier. Other studies have applied these principals to land cover mapping (Maselli et al., 1992; Gorte and Stein, 1998; Pedroni, 2003; Schuck et al, 2003), however it has been done on smaller scales and often without the use of extensive field data. The method described here was first introduced in 2001 (Hagner, 2001), within the scope of the CORINE project.
2 MATERIALS AND STUDY AREA

The materials used for the project were Landsat satellite data, NFI plots, and map data. In all, 50 Landsat scenes were processed to obtain a cloud-free classification. Primarily Landsat 7 ETM+ data acquired from 1999 to 2002 were used, with a geometric accuracy of RMSE ± 1 pixel, and local errors of three pixels allowed (Bossard et al., 2000). For the classification, TM bands 3, 4, 5 and 7 were used. The forest inventory data were taken from the NFI which annually collects forest information on 13,000 plots over the entire country. The plot inventory is taken on over 200 variables on a 7, 10 or 20 m radius plots (Anon 2004). For the classification, all NFI plots from a minimum of 5 years to a maximum 10-year time period (if needed for a sufficient number of plots) were extracted for a single satellite scene. This gave approximately 2,000 plots per scene on average, with an absolute minimum of 600 plots and a maximum of 7,000. The digital map data used were land cover categories from 1:50 000 scale (available only for parts of Sweden) and 1:100 000 maps, and a 50m resolution DEM.

The project area covered the country of Sweden, which is approximately 44 million ha in size (National Atlas of Sweden, 1990). Forest cover types comprise 65% of the land area, with a mix of deciduous and coniferous species which varies widely from north to south within the country. Coniferous species of Norway spruce and Scots pine dominate in the northern two-thirds of the country with birch species also present. In the southern third of Sweden, more deciduous species occur (e.g., Oak, Beech and Aspen), along with Norway spruce, Scots pine and birch.

3 METHODS

The objective of the forest classification work presented here was to derive an accurate mapping of nine forest classes from satellite data using a robust and repeatable method to be automated into a production line. The main forest classes were clear-felled areas; regenerating areas; young coniferous forests; young deciduous forests; deciduous forests; mixed forests; coniferous forests of less than 15 m height; coniferous forests taller than 15 m; and, lichen dominated coniferous forests. For the classification, spectrally homogenous sub-classes to the nine target classes were defined, resulting in approximately 30 sub-classes (Table 1). In order to derive the final classes in the Swedish Land Cover and CORINE, GIS operations with map data (to add wetland and bedrock information) were performed. The forest class definitions were determined by previous pilot studies (Swedish Space Corporation, 1999) and later easily aggregated into the four CORINE classes of young forest, deciduous forest, mixed forest, and coniferous forest.

National Forest Inventory plots from a five-year time span covering a satellite scene’s extent were assembled in a database. Variables included site index, percent forest cover within plot, tree species percentage, height, age, mean diameter, wood volume per tree species, field layer vegetation, soil moisture, age of clear-felling, among several others. Some variables necessary for the classification, such as crown closure and lichen percentage, were not collected by the NFI but could be calculated based on other variables. Since the plot information was collected at dates other than the scene acquisition date, variables for volume, age and height required updating which was done using growth functions (Söderberg 1986). Pre-processing steps for the satellite data included reduction of within-scene haze differences and illumination correction. (Hagner and Olsson, 2004). The processing involved detailed radiometric modeling with the spectral signature associated with each plot as the response variable and the following explanatory variables: land use category, wood volume, tree species proportions, age, soil moisture, site index and vegetation type, local atmospheric optical thickness and illumination effects due to sloping terrain.
Table 1. The main classes and sub-classes for the Swedish Land Cover classification.

<table>
<thead>
<tr>
<th>Main class</th>
<th>Height (m)</th>
<th>Canopy closure</th>
<th>Definition Species Proportions</th>
<th>Sub classes used In the classification</th>
</tr>
</thead>
<tbody>
<tr>
<td>Clear-felled</td>
<td>0-.5m</td>
<td>&lt; 20%</td>
<td>None</td>
<td>Bedrock; New clear-cut</td>
</tr>
<tr>
<td>Regenerating</td>
<td>.5-2m</td>
<td>&lt; 20%</td>
<td>None</td>
<td>Open wetland; Fertile land</td>
</tr>
<tr>
<td>Young Forest</td>
<td>2-5m</td>
<td>&gt; 20%</td>
<td>None</td>
<td>&lt; 70% of each species</td>
</tr>
<tr>
<td>Coniferous 5-15m</td>
<td>5-15m</td>
<td>&gt; 20%</td>
<td>&gt;70% Coniferous</td>
<td>Coniferous on wetland; Coniferous on bedrock; &gt;70% Pine; &gt;70% Spruce; &gt;70% Lodgepole</td>
</tr>
<tr>
<td>Deciduous</td>
<td>&gt; 5m</td>
<td>&gt; 20%</td>
<td>&gt;70% Deciduous</td>
<td>Deciduous on wetland; Deciduous on bedrock; &gt;70% Birch; &gt;70% Oak; &gt;70% Beech</td>
</tr>
<tr>
<td>Mixed Forest</td>
<td>&gt; 5m</td>
<td>&gt; 20%</td>
<td>30-70% Deciduous</td>
<td>Mixed on wetland; Mixed on bedrock; &gt; 50% Pine; &gt; 50% Spruce; &gt; 50% Deciduous</td>
</tr>
<tr>
<td>Coniferous &gt; 15m</td>
<td>&gt; 15m</td>
<td>&gt;20%</td>
<td>&gt;70% Coniferous</td>
<td>Coniferous on wetland; Coniferous on bedrock; &gt;70% Pine; &gt;70% Spruce; &gt;70% Lodgepole</td>
</tr>
<tr>
<td>Coniferous, lichen dominated</td>
<td>&gt; 5m</td>
<td>&gt; 20%</td>
<td>Lichen&gt;12% Pine&gt;50% Decid&lt;30%</td>
<td>Volume &gt; median for lichen dominated forest; Pine forest on bedrock</td>
</tr>
</tbody>
</table>

Each NFI plot had geographic coordinate information, primarily with differentially corrected GPS coordinates (used since 1996). However, due to local geometric errors in the image data and the lower accuracy of the pre-GPS NFI plot coordinates, a routine for matching plot and image data was implemented (Hagner et al., 2004).

The NFI plots to be used for classification were then assigned one of the nine primary forest classes and a sub-class. The class assignment was based on tree height, tree species, percent crown closure, and the land cover type according to the map data. Because forest also occurs on wetland and bedrock, and since their signatures can be confused with others, a stratification of the satellite data and NFI plots into forest, wetland (both forested and non-forested), and bedrock was made based on map data. Spectral signatures with highly atypical values for their assigned forest type were identified and replaced with a modeled signature appropriate for the forest conditions (Hagner and Tingelöf, 2002). However, to preserve the proper proportions of classes, only plots covered by dense clouds and shadows were removed in this step. At this point, the proportions of each sub-class were calculated from the NFI data.

The resulting database of NFI plots, a priori probabilities, sub-classes, and spectral signatures was assessed with quadratic discriminant analysis. From the result, the proportion of pixels per class was compared to class proportions from the NFI. If a class was under-represented, the prior weight was increased slightly and vice versa. The procedure was re-iterated until output class proportions converged to those estimated by the NFI.

In a second step, weights for the map masks of forest, wetland, and bedrock, were adjusted based on the relative occurrence of a class within each map mask, based on Equation 1:

\[ v_{k,m} = v_k \times (p_{k,m} + e)/(p_k + e) \]  

where:
- \( v_{k,m} \) = weight for class k under map mask m
- \( v_k \) = weight for class k in the whole image (disregarding map mask) calculated in step 1
- \( p_{k,m} \) = proportion for class k under map mask m
- \( p_k \) = proportion for class k for all map masks together
- \( e \) = an error term for avoiding over-adjustment when the statistical basis for a class is low

When classifying wetland areas according to the map mask, bedrock areas had zero weight and when classifying non-wetland areas, wetland classes had zero weight.
4 RESULTS AND DISCUSSION

The output from the production line was a pixel-wise classification of the nine forest classes over the entire satellite scene. In the initial stages of the project (i.e., but not throughout the project), the result from the ML classification with equal prior probabilities was compared to the method using the calibrated-ML classification. To do this, a per-pixel cross validation was performed with a total of 2443 NFI plots used for a Landsat scene in southern Sweden (Path 193, Row 021). The use of a calibrated ML classification resulted in an overall increase of correctly assigned classes by nearly 9% (from 58.6% to 67.2%), with improvement in every class, except Mixed Forest (Table 2). As expected the relative frequency of each class was much more realistic with the calibrated ML. Classes which had a low representation in the training data, such as coniferous forest on lichen and clear-felled areas, were classified more accurately using the calibrated ML.

Table 2. Result from per-pixel cross-validation of correctly placed plots using ML versus calibrated-ML classification.

<table>
<thead>
<tr>
<th>Class</th>
<th>ML-classification</th>
<th>Calibrated-ML</th>
</tr>
</thead>
<tbody>
<tr>
<td>Clear-felled</td>
<td>47/125 = 37.5 %</td>
<td>95/125 = 76.0 %</td>
</tr>
<tr>
<td>Regenerating</td>
<td>140/240 = 58.3 %</td>
<td>150/240 = 62.5 %</td>
</tr>
<tr>
<td>Young forest</td>
<td>61/156 = 38.8 %</td>
<td>68/156 = 43.6 %</td>
</tr>
<tr>
<td>Conif. 5-15m</td>
<td>101/309 = 32.7 %</td>
<td>135/309 = 43.7 %</td>
</tr>
<tr>
<td>Mixed forest</td>
<td>83/228 = 36.3 %</td>
<td>77/228 = 33.8 %</td>
</tr>
<tr>
<td>Decid. Forest</td>
<td>269/469 = 57.4 %</td>
<td>362/469 = 77.2 %</td>
</tr>
<tr>
<td>Conif. &gt; 15m</td>
<td>731/916 = 79.8 %</td>
<td>749/916 = 81.8 %</td>
</tr>
<tr>
<td>Conif. on lichen</td>
<td>0/7 = 0.0 %</td>
<td>5/7 = 71.4 %</td>
</tr>
<tr>
<td>Overall</td>
<td>1432/2443 = 58.6%</td>
<td>1641/2443 = 67.2%</td>
</tr>
</tbody>
</table>

This method has an advantage over other studies which initially do not have accurate data on class frequencies thus needing to estimate it from the available data. Also due to the detailed description of each field plot it is possible to define spectrally and thematically homogenous subclasses which in turn enable robust outlier detection. This makes the calibrated ML classification presented here a robust starting point for repeatable and accurate forest/land cover classifications.

For the Swedish Land Cover classification, 50 Landsat scenes were processed at a rate of approximately one scene per week. Without the automated production line, such a production rate would not have been possible. For the forest classification, accuracy assessment was carried out in two ways: photo-interpretation and cross-validation. An accuracy assessment using photo-interpretation was limited to three areas in the country due to expense. A compilation of the accuracy over the three areas for the forest classes alone gave approximately 75% accuracy for forest types (Hagner and Reese, 2004).

5 CONCLUSION

A robust and repeatable classification method for forest classes was needed as part of the Swedish CORINE project. A calibrated ML classifier was developed using prior weights derived from forest inventory data which were then modified and run iteratively for three different map strata. The use of a calibrated ML classification resulted in an overall increase of correctly assigned classes by nearly 9% (from 58.6% to 67.2%), with improvement in every class, except Mixed Forest and class frequencies closely corresponding to those predicted from the NFI. The algorithm was used operationally for over 50 Landsat images.
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ABSTRACT
Obtaining detailed information about the amount of forest cover is an important issue for governmental policy and forest management. This paper presents a new approach to update the Flemish Forest Map (FFM) using IKONOS imagery. The proposed method is a three-step object-oriented classification routine that involves the integration of 1) image segmentation, 2) feature selection by Genetic Algorithms (GAs) and 3) joint Neural Network (NN) based object-classification. Results showed that, with GA-feature selection, the mean classification accuracy (in terms of Kappa Index of Agreement (KIA)) was significantly higher (p<0.01) than without feature selection. On average, the summed output of 50 networks provided a significantly higher (p<0.01) classification accuracy than the mean output of 50 individual networks. Finally, the proposed classification routine led to a significantly higher (p<0.01) classification accuracy as compared with a traditional working strategy, i.e. without feature selection and joint network output. In addition, the proposed method showed its potential when few training data were available.

Keywords: Segmentation, Genetic Algorithms, Feature Selection, Neural Networks, Classification, Very High Resolution Imagery, Forest Mapping.

1 INTRODUCTION
Because of a typically long planning horizon, forest management requires detailed information on the amount of forest cover, not only to support current operations, but also to provide a record of past activities and to predict the possible outcomes of management decisions (Weir 2002). In Flanders, the current FFM (OC GIS 2001) was produced through visual aerial photo interpretation and manual stand delineation: an expensive, labour-intensive and sometimes subjective assignment. Semi-automated and computer assisted interpretation of digital imagery is assumed to offer an alternative to acquire forest information, reducing time and costs, and increasing consistency.

This paper presents a new approach to update the FFM according to the forest definitions specified by the Flemish Forest Decree. The use of IKONOS VHR imagery sets new demands for image analysis methods that usually operate on a pixel-by-pixel basis and do not utilize the spatial information present in the image. One way to exploit this information is by using image analysis units larger than a single pixel created through segmentation. The proposed method is a three-step object-oriented classification routine that involves the integration of 1) image segmentation, 2) feature selection by GAs and 3) joint NN based object-classification.

2 DATA
The current FFM is a digital vector data layer divided into 280 map sheets of 8 by 10 km. The proposed method should be applicable on all possible forest landscapes, from low to high forest cover. Therefore representative study areas were selected based on a stratified random sampling/clustering strategy. We concentrated on one study region: Beringen, map sheet 25-3, sampled from cluster 3 and situated in the province of Limburg (Figure 1).
For Beringen, IKONOS imagery was available from 3 different scenes. Prior to analysis, the data were geo-radiometrically corrected and mosaiced (including histogram matching) by the image supplier OC GIS Vlaanderen. Next to the 1m panchromatic and the four 4m multispectral bands, a Normalized Difference Vegetation Index (NDVI) served as input data.

3 METHODOLOGY

3.1 IMAGE SEGMENTATION

Image segmentation is a commonly applied technique in the fields of machine vision and pattern recognition. Segmentation methods can be divided into point-based (e.g. grey-level thresholding), edge-based (e.g. edge detection techniques) and region-based (e.g. split and merge) methods. For reviews of different segmentation techniques, see for example Haralick and Shapiro (1983) and Pal and Pal (1993).

In the first step of the methodology, image objects are created by means of the segmentation algorithm introduced by Baatz and Schäpe (2000), which is implemented in eCognition (eCognition 2000). This is a bottom-up region merging technique and is therefore regarded as a region-based algorithm. It starts by considering each pixel as a separate object. Subsequently, pairs of objects are merged to form larger segments. The merging decision is based on a local homogeneity criterion, describing the similarity between adjacent image objects. The pair of objects with the smallest increase in the defined criterion is merged. The process terminates when the smallest increase of homogeneity exceeds a user-defined threshold (the so-called scale parameter, here set to 25, based on trial and error). For this application, the segmentation algorithm utilizes spectral information to extract spatially continuous, independent and homogenous regions or image objects (264981 in total) (Figure 2).

In a second step the image objects are characterized by calculating spectral, shape and textural features. The spectral features are channel means, standard deviations, brightness and maximum difference. The object shape is represented by calculating object Length/Width proportion and a Shape Index. Concerning texture, first and second order texture measures are derived from either the Grey-Level Co-occurrence Matrix (GLCM) or the Grey-Level Divergence Vector (GLDV), such as Homogeneity, Contrast, Dissimilarity, Entropy, Angular Second Moment, Mean, Standard Deviation and Correlation. A total of 89 different object features are extracted. For classifying this high dimensional dataset, a large NN (with many inputs and a large number of hidden neurons) can be used. However, if NNs are large, many parameters
(weights and biases) need to be estimated using a finite number of training samples. In that case, overfitting might occur: the networks may not generalize well for unseen data although high classification accuracy can be achieved for the training data (Benediktsson and Sveinsson 1997). Hence, it is necessary to reduce the input dimensionality in order to obtain smaller networks performing well both in terms of training and test classification accuracies. This leads to the importance of feature extraction for NNs. The second step of the proposed method uses GAs to select appropriate object features according to the underlying classification problem.

3.2 GA-DRIVEN FEATURE SELECTION

GAs are search and optimization algorithms based on natural selection and natural genetics (Goldberg 1989). The basic data structure is a fixed-length binary encoded string and is referred to as a chromosome. Just like its biological counterpart, a chromosome consists of variables or genes that can have different values or alleles. Each individual can be evaluated using an objective value, also called fitness value that can be calculated from the information contained in the chromosome. A set of individuals together form a population. Each member of the population receives a fitness value based on the coding of its genes. To continue the biological analogy, fitter individuals will be enriched in number towards future generations. This occurs in a process called selection where fitter individuals are preferred over others. If only this process of recombination was at work, diversity would not be guaranteed. That is why mutation is essential. Mutation causes mistakes in the reproductive cycle (Booker et al. 1997). The main loop of a GA is described as follows. Initially, a random parent population is established. The population size is set, determining the amount of individuals inside the population. From the initial population a selected group of fitter individuals is chosen as members for the mating pool. On these individuals a binary crossover operator and a unary mutation operator are applied with probabilities respectively called the crossover and mutation probability. The result of this recombination and mutation yields the next generation of individuals. This cycle is repeated until a stopping criterion is met (Goldberg 1989).

In this study GAs are used to address the problem of object feature selection. The problem is coded into a binary string: 89 bits long (one for each object feature), where the genes can have the value 0 or 1 (Figure 3). Starting with a mating pool of 100 individuals having on average 5 non-zero values, the fitter ones are selected based on their fitness value. An objective function is applied calculating fitness, i.e. classification accuracy in terms of KIA. The KIA index serves as indicator of the extent to which the percentage correct values of an error matrix are due to true versus chance agreement (Cohen 1960). Therefore, the individuals have to be decoded to serve as inputs for NN classification (Back-propagation training with learning rate=0.0001 and momentum=0.001). Figure 3 also shows the decoding process: all object features valued by 1 are represented by fully-connected input neurons (blue), all other neurons (valued by 0 and represented in red) are disconnected. The GA replacement strategy designed for this application uses tournament selection, elitism and uniform crossover. For more detailed information about these operators we refer to Goldberg (1989), Davis (1991) and Booker et al. (1997). The crossover probability is set to 1.0, while the mutation probability equals 0.7/number of features, here 89. Reproduction stops after 20 generations. All offspring individuals represent spectral-shape-texture combinations that result in high classification accuracy. From the offspring, the 50 best performing low dimensional NN architectures are selected for subsequent classification.
3.3 JOINT NN IMAGE CLASSIFICATION

Instead of interpreting all classification results individually, all predictions are combined by summing network outputs: the networks thus jointly provide a classification result. It has been reported that the combination of NNs can outperform the accuracy of the best single network (Bishop 1992). Giancinto and Roli (2001) stated that classifier combination is effective only when the individual classifiers are accurate and diverse, that is, if they display low error rates and commit different errors. Since the NNs here are the result of a GA selection procedure and thus represent the fittest and best performing individuals, their error rates are low. Moreover they exhibit different architectures and thus make different errors.

3.4 EVALUATION

The three-step classification routine is evaluated against a traditional NN classification strategy, i.e. without feature selection and joint network output. First, the effect of GA-driven feature selection is evaluated with a t-test. Secondly, the added value of joint network outputs is considered using a paired t-test on fully-connected networks (i.e. network with 89 fully-connected input neurons). Next, the accuracy levels of both classification methods are compared with a z-test. Finally, the performance of the proposed classification routine is evaluated in function of the training set size, considered important for real life situations.

4 RESULTS AND DISCUSSION

From visual interpretation it appears that the proposed classification routine outperforms the current FFM: all forest fragments are accurately delineated, ranging from individual trees, over tree rows to large forest patches. Mistakes which were inherent in the FFM (due to subjective interpretations) are eliminated (Figure 4).

In terms of classification accuracy, the proposed method outperforms a traditional strategy at three different levels. First, a t-test answers the question whether in a network population of 100 individuals, fully-connected networks reach the same mean KIA as partially-connected networks resulting from feature selection. Table 1 shows that, with GA-feature selection, the mean classification accuracy is significantly higher than without feature selection.

Secondly, in order to test whether the combination of NNs yields accuracy improvement, 1000 networks were trained. Since repeating the GA-feature selection procedure 1000 times is computationally too demanding and extremely time-consuming, this experiment is performed with fully-connected networks. Hereby we assume that, if network combination is successful with fully-connected networks, all of which are accurate, it will surely work with partially-connected networks, which are accurate and diverse. For each group of 50 networks, mean and joint accuracies were calculated and compared using a paired t-test. From Table 1, we conclude that the combination of NNs significantly outperforms the use of individual networks in classification accuracy justifying the implementation of joint NN outputs as third step in the classification routine.

Thirdly, the proposed classification routine is evaluated by comparing its accuracy level with the mean accuracy of 50 individually trained NNs. A significant KIA improvement of 1.9% is observed1.

Figure 4: Detail of panchromatic scene (left), forest cover according to the current FFM (middle) and according to the proposed method (right)
Table 1. Results from t- and z-tests

<table>
<thead>
<tr>
<th>Classification routine</th>
<th>Mean KIA</th>
<th>N</th>
<th>t/z-statistic</th>
<th>p</th>
</tr>
</thead>
<tbody>
<tr>
<td>Feature selection</td>
<td>0.9539</td>
<td>50</td>
<td>t=16.748</td>
<td>&lt;0.01</td>
</tr>
<tr>
<td>No feature selection</td>
<td>0.9465</td>
<td>50</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Joint output</td>
<td>0.9536</td>
<td>20</td>
<td>t=15.401</td>
<td>&lt;0.01</td>
</tr>
<tr>
<td>Individual output</td>
<td>0.9483</td>
<td>20</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Feature selection + joint output</td>
<td>0.9644</td>
<td>1</td>
<td>z=5.838</td>
<td>&lt;0.01</td>
</tr>
<tr>
<td>No feature selection + individual output</td>
<td>0.9465</td>
<td>50</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Feature selection + joint output</td>
<td>0.8449</td>
<td>1</td>
<td>z=16.789</td>
<td>&lt;0.01</td>
</tr>
<tr>
<td>No feature selection + individual output</td>
<td>0.7788</td>
<td>50</td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

Considered the fact that, with a finite number of training data, overtraining might occur with high dimensional NNs, we assume that the relevance of feature selection is inversely proportional to the number of training samples. In a fourth and last evaluation experiment, the number of training samples is reduced from ±5000 objects-per-class\(^1\) to ±100\(^2\). With this small training set, 50 individually trained networks reach a mean accuracy of 0.7788 while a KIA of 0.8449 is obtained using the proposed method. This yields a significant accuracy improvement of 8.5%.

5 CONCLUSIONS AND FUTURE RESEARCH

The ultimate goal of this study is to provide the Flemish government with an efficacious method to update the FFM based on IKONOS imagery. Comparing the classification result with the current FFM, the proposed strategy presents a valuable alternative to visual photo interpretation. Feature selection and network combination assisted in building a high performance image classifier. Preliminary examination showed that the method’s added value increases as training set size decreases.

Future research will concentrate on the effect of training set size on the classifier’s performance. The proposed method will also be validated on its applicability for other study regions. The GA offspring of each study area will be compared in order to design a working strategy for all other map sheets within each cluster, resulting in an applicable method for the whole region of Flanders.
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ABSTRACT
This paper deals with the classification of tree species composition from Ikonos imagery (4m resolution) based on the object-oriented image analysis in eCognition software. The image was acquired over a man-planted forest area with proportion of various forest types (conifers, broadleaved, mixed) in the Krušné Hory Mts., Czech Republic. In order to enlarge class feature space, additional channels were produced by low-pass filtering, IHS transformation and influence of various Haralick texture measures on classification was also examined. The principal component calculated from original Ikonos bands was applied in the preprocessing phase. The segmentation and classification were conducted on three levels to be incorporated into the hierarchical image object network. The higher level separated image into smaller parts regarding the stand maturity and structure, the lower (detailed) level assigned individual tree clusters into classes for the main forest species. The third level was created to distinguish forest/non-forest boundaries. Classification accuracy was assessed by comparing the automated technique with the field inventory data using Kappa coefficient. Apart from transferable rule base creation, the study aimed to determine appropriate scale for species composition estimation using common image data. Therefore the methodology will be tested on colour aerial photos in the further research.

Keywords: Object-oriented image analysis, median filters, texture, tree species composition, forestry management

1 INTRODUCTION
Remote sensing and image interpretation have been utilized in forestry management for many years. These methods can be applied in various tasks ranging from forest thematic mapping to the detailed tree or stand characteristics survey. Besides the advancement in digital aerial methods, high-resolution satellite sensors (e.g. Ikonos, QuickBird) are now available for operational use. However, the automated classification of such data is still problematic due to greater spectral variation within one class (Halounová, 2003).

Previous studies on high-resolution data (Gougeon, 1995b) proved that traditional spectral-based methods result in rather poor or incorrect classification. Much information is contained in spatial relations of pixels and a few studies already showed the object oriented approach promising when classifying VHR data (Baatz & Schäpe, 1999, Leckie et al., 2003). The contribution of textural and structural information was also examined (Haralick & Shapiro 1992, Brantberg, 1999) and various algorithms, such as co-occurrence matrix were applied to extract texture characteristics of trees (Zhang, 2003). Neural networks (Gopal & Woodcock, 1996) and fuzzy classification improved modeling of real-world dependencies (Benz et al., 2004). Furthermore, increased use of a priori knowledge and information extraction become important with the rapid development of GIS.

This paper explores and demonstrates capability of object oriented image analysis software eCognition (Definiens Imaging, Germany) for the tree species classification from Ikonos imagery. Combination of complex object description, hierarchical image object network and fuzzy system makes eCognition a challenge to knowledge-based image interpretation in a range of forestry management applications. Next project objective is to determine appropriate scale and accuracy of species composition estimation using common image data. The prospect of knowledge base creation for the high level automation in operational forestry is also discussed.
2 SITE AND FIELD DATA COLLECTION

The research was conducted in man-planted forests nearby the town Hrob (50°40’N, 13°43’E) in the Krušné Hory Mts., Czech Republic. This submontane area consists of patches of mature Spruce (Picea Abies L.) and Beech (Fagus Silvatica L.) forest, with the substantial proportion of Larch (Larix deciduas Mill.) and also young plantations of Beech, Birch (Betula pendula L.) and Picea pungens often mixed with Larix and Betula Pubescens. The planted mature stands are mostly of the same age, but very heterogeneous in species composition, stocking density and canopy structure. The natural regeneration in addition to the planted trees sometimes occurs. Silviculture practices range from clear cutting to seed felling with heavy thinning on some spots.

Based on the previous information from LHPO forest inventory, twenty 400m² plots covering areas with 100% species composition were located as a reference data. Sample plot selection put emphasis on size and class purity to provide representative basis for accuracy assessment. The boundaries of each plot were determined with differential GPS SX Blue™ and PDA with ESRI ArcPad™ mobile GIS.

3 IMAGERY PREPROCESSING

The Ikonos (Space Imaging, USA) image was acquired on 17th September 2003. Except for some hardwood species, most vegetation was still green and fully foliaged. Data were delivered in a geo-registered UTM projection (zone N33) with 11-bit radiometric resolution. The image contained significant amount of clouds and atmospheric haze, so a 3x3 km subset of forested area with clear sky conditions was chosen for the analysis. There is also important amount of shadow fraction throughout the scene associated with solar and observation angles (Table 1).

Table 1. Ikonos viewing and illumination geometry

<table>
<thead>
<tr>
<th>View Azimuth</th>
<th>View Elevation</th>
<th>Sun Angle Azimuth</th>
<th>Sun Angle Elevation</th>
</tr>
</thead>
<tbody>
<tr>
<td>330.30 degrees</td>
<td>71.78 degrees</td>
<td>170.58 degrees</td>
<td>41.51 degrees</td>
</tr>
</tbody>
</table>

In the next step, class feature space was enlarged by the calculation of additional channels. Foremost the single principal component from original bands was derived and then Median filter (kernel sizes 3x3 and 5x5) was applied in order to suppress spatial frequency. Several Haralick (GLCM) texture measures were calculated and the contribution to class separability was tested. Measures Mean, Variance and Homogeneity with window sizes of 3x3 and 5x5 were chosen. Further, layers calculated by IHS transformation and edge detection (Sobel operator) were also applied in the classification.

4 OBJECT ORIENTED ANALYSIS

After the feature space enlargement, image segmentation was performed to further handle high spectral variation and overlapping values of classes. In this phase, image was split into smaller regions (object primitives) to simplify thematically complex data content. The classification was then performed using segments instead of single pixels.

4.1 MULTIRESOLUTION SEGMENTATION

In the segmentation process, size and shape of desired objects is defined by the calculation of heterogeneity between adjacent pixels, where Scale is the main input parameter. Shape factor (colour/shape ratio) and spatial properties (smoothness/compactness ratio) are other variables to define homogeneity of object primitives.

Segmentation was conducted stepwise on several levels using different scales to construct the hierarchical image object network. The primary level was created using Scale parameter of 15. After preliminary classification, objects were merged by classification-based segmentation and the result (basic landuse classification) was re-imported into eCognition as a thematic layer. The sublevel was then segmented only within the area of interest (class Forest) using Scale parameter equal to 5. The finest objects with the scale value of 3 were calculated at the third level applying the same approach.

The Shape factor was set to higher value for the coarse segmentation and lower value at finer scale (higher influence of spatial properties). The two lower levels were processed using four Ikonos bands and median filtered channel of kernel size 3x3, the coarse landuse segments were made based only on thematic layer. Layer weights were set in relation to their standard deviations.
4.2 CLASS DEFINITION
The three level hierarchical image object network was used to delimit classes. Level 3 comprised basic “Landuse” types - Urban, Fields and Forest. This served to mask all non-forest areas. The lower level 2 “Forest” aimed to separate forest regions into Dense (young and mature stands with more less closed canopies), Sparse areas and Clearcuts. Sparse forests mostly consisted of low stocking mature beech trees with presence of visible ground. The detailed level 1 “Stand” was set to distinguish four main forest species in the area - Fagus, Picea, Larix and Betula. Further, structures of shadows and bare ground were classified on this level.

All classes of “Forest” level were also recognised at the lower “Stand” level for purpose of post classification improvement.

4.3 CLASSIFICATION
In order to create distinct and fully transferable rule base, fuzzy logic membership functions were used to define object features. Fuzzy description enables classes to be assigned according to membership degree rather than crisp threshold values. Following features were applied:

a) Object features: mean layer values (blue, red, NIR, brightness, GLCM mean 3x3, IHS, Sobel NIR), ratio layer values (blue, red), area generic shape feature,

b) Class-related features: relative border to neighbour objects, relative area of sub-objects, existence of sub-objects (super-objects)

c) Customised features: NDVI, (red-green) vegetation index, IHS/ brightness index,

Besides MF classification, preliminary nearest neighbour classification was done on the lowest level and features suitable to separate tree species were evaluated using sample editor (histogram comparison). The masking technique of determining foremost the easy classes (ground, beech trees) and moving on to more difficult ones was often applied. Then the class boundaries were improved using class-related features and finally corrected by means of classification-based segmentation.

5 RESULTS
The classification accuracy was evaluated using field reference data. Sample areas were imported into project by means of TTA mask (Definiens Inc. 2003) and the corresponding classes were linked to form confusion matrix (Table 2). Several measurements such as Producer’s, User’s, Overall accuracy and Kappa index of agreement were derived for each class. Besides, classification reliability (Best classification result) and stability within fuzzy concept were assessed.

Table 2. Error matrix of classification accuracy assessment. The Overall Accuracy is 0.945 with the Kappa index of agreement equal to 0.914

<table>
<thead>
<tr>
<th>Class</th>
<th>Larix</th>
<th>Betula</th>
<th>Fagus</th>
<th>Picea</th>
<th>sparse</th>
<th>ground</th>
<th>shadows</th>
<th>fields</th>
<th>urban</th>
<th>Sum</th>
</tr>
</thead>
<tbody>
<tr>
<td>Larix</td>
<td>211</td>
<td>104</td>
<td>2</td>
<td>5</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>322</td>
</tr>
<tr>
<td>Betula</td>
<td>25</td>
<td>322</td>
<td>5</td>
<td>0</td>
<td>35</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>387</td>
</tr>
<tr>
<td>Fagus</td>
<td>93</td>
<td>14</td>
<td>685</td>
<td>0</td>
<td>2</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>794</td>
</tr>
<tr>
<td>Picea</td>
<td>34</td>
<td>0</td>
<td>0</td>
<td>444</td>
<td>0</td>
<td>0</td>
<td>107</td>
<td>0</td>
<td>0</td>
<td>585</td>
</tr>
<tr>
<td>sparse</td>
<td>10</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>317</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>327</td>
</tr>
<tr>
<td>ground</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>2</td>
<td>17</td>
<td>207</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>226</td>
</tr>
<tr>
<td>shadows</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>37</td>
<td>0</td>
<td>0</td>
<td>216</td>
<td>0</td>
<td>0</td>
<td>253</td>
</tr>
<tr>
<td>fields</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>5849</td>
<td>0</td>
<td>5849</td>
</tr>
<tr>
<td>urban</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>1334</td>
<td>1334</td>
</tr>
<tr>
<td>unclassified</td>
<td>17</td>
<td>17</td>
<td>5</td>
<td>3</td>
<td>1</td>
<td>0</td>
<td>17</td>
<td>0</td>
<td>0</td>
<td>60</td>
</tr>
<tr>
<td>Sum</td>
<td>390</td>
<td>457</td>
<td>697</td>
<td>491</td>
<td>372</td>
<td>207</td>
<td>340</td>
<td>5849</td>
<td>1334</td>
<td>1334</td>
</tr>
</tbody>
</table>

Producer’s     | 1     | 0.541  | 0.705 | 0.983 | 0.904  | 0.852  | 0.635   | 1       | 1     |
User’s         | 0.916 | 0.655  | 0.832 | 0.863 | 0.759  | 0.969  | 0.854   | 1       | 1     |
KIA Per Class  | 1     | 0.526  | 0.693 | 0.981 | 0.898  | 0.847  | 0.626   | 1       | 1     |
Fig. 1 shows the original image, Fig. 2 shows classification on higher “Forest” level. The result of classification at lower “Stand” level is on Fig. 3.

As indicated in the confusion matrix, proposed method offered very good overall results. Both Picea and Larix conifer species were classified with accuracy over 90%. Fagus achieved accuracy about 70%, which was caused by confusion with class Sparse (high proportion of beech trees). The most problematic tree class was Betula, not only by means of error matrix, but also classification reliability and stability. This tool estimating differences in membership degrees between the best and second best class assignment shows that class Betula and Larix often act as ambiguous. The two species have similar spectral and textural characteristics, especially at young age. Besides, shadows are frequently being confused or mixed with Picea pixels. Best results were obtained for all non-forest classes.
6 DISCUSSION

The results showed that classification of 4-m Ikonos data can be performed with relatively high accuracy. The image enables to estimate tree species composition at the sufficient scale. To get satisfying outcome, additional channels must be calculated in the pre-processing phase and then included in segmentation and subsequent object-oriented classification. The object shape attributes are influenced by the kernel size and layer weight in the process of segmentation, the contribution of additional layers to classification was high for Sobel Edge detector, IHS transformation and low-pass filters. Other textures measures had lower impact using on such spatial resolution data. The classification rules based on fuzzy membership functions are highly convertible, eCognition protocols developed in this project can be transferred and applied (with some threshold modification) to other datasets. To normalize imagery band ratios can be employed, yet data acquired under fixed viewing and solar geometry are recommended to use for the automated analysis.

Previous studies indicated that variations in image acquisition (different projection centres) become more problematic when analysing multitemporal aerial photos. Lower spectral, radiometric and temporal resolutions are also a drawback comparing to VHR satellite data. However, the current lower price at higher spatial resolution still account for aerial photography when developing knowledge base for the method utilization in forestry management. The necessary conditions to obtain good results are standardised screening plan and introduction of photography on IR material. The object-oriented analysis of aerial photos will be examined in the further research.

ACKNOWLEDGMENTS

I would like to thank my supervisor Lena Halounová from Remote Sensing Lab, Czech Technical University Prague, for her endless ideas and constructive comments. Also, I am grateful to Iris Lingenfelder from Definiens Imaging for showing me the right way of eCognition thinking.

REFERENCES

Halounová, L. 2003. Textural classification of B&W aerial photos for the forest classification. EARSeL conference, Gent, Belgium
Definiens Inc. 2003. eCognition object oriented image analysis user guide. Definiens Inc., Munchen, Germany,
MONITORING NATURA 2000 FOREST HABITATS IN BAVARIA
BY THE USE OF ASTER, SPOT5 AND GIS DATA –
AN INTEGRATED APPROACH

M. Förster\textsuperscript{a}, B. Kleinschmit\textsuperscript{a} and H. Walentowski\textsuperscript{b}

\textsuperscript{a}Technical University Berlin, Franklinstr. 28/29 (FR 2-6), D-10587 Berlin, email: michael.foerster@tu-berlin.de
\textsuperscript{b}Bavarian State Institute of Forestry, Am Hochanger 11, D-85354 Freising

ABSTRACT

In the context of the EU Habitats Directive, which contains the obligation of environmental monitoring, nature conservation authorities face a growing demand for effective and competitive methods to survey protected habitats. The presented research study aims at evaluating the use of earth observation data of different geometric resolution (ASTER, SPOT5) in order to determine forest habitat types at two test sites, situated in the pre-alpine area in Bavaria (southern Germany). Therefore two modelling approaches (rule-based method with applied Bavarian woodland types and multivariate technique of cluster analysis) were tested for the purpose of detecting potential habitat types. The results were subsequently compared to the terrestrial mapped habitat areas of the NATURA 2000 management plans. The first results show that these techniques are a valuable support in mapping and monitoring NATURA 2000 forest habitats.
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1 INTRODUCTION

NATURA 2000 sites cover approximately seven per cent of the territory of Germany. The EU Habitats Directive (council directive 92/43/ECC) requires a standardized monitoring of the habitat types and a reporting every six years. For this reason, an operational, economically priced and as far as possible automated application is required. The rapidly developing remote sensing sensor technique and also new image processing methods offer new possibilities to apply remote sensing data for NATURA 2000 monitoring.

The possibilities of remote sensing techniques for detecting and monitoring of biodiversity within the scope of the Habitats Directive has already been proven by EU projects SPIN (Langanke \textit{et al.}, 2004) and EON 2000+ (Sell \textit{et al.}, 2004). Consequently this study is a contribution to an effective implementation of these methods for operational use at the regional level (of German federal states). Therefore these methods have to be cost-effective and highly standardized to be a support in terrestrial mapping processes.

2 SPATIAL MODELLING OF POTENTIAL NATURAL FOREST SOCIETIES

The estimation of the spatial distribution and the kind of NATURA 2000 habitat types is based on the modelling of potential natural forest societies. This is done by the use of expert knowledge about the requirements of the habitat types in respect to site specific factors, such as soil type or relief. Up to now, area-wide information about the potential natural vegetation is available only at a small scale (Seibert, 1968) or in form of statistical data (Walentowski, 2001). In order to derive spatially more detailed facts, a rule-based and a multivariate approach was applied.

As test areas two sites (Angelberger Forst and Taubenberg) in the pre-alpine region of southern Bavaria were chosen. These test sites sized 650 and 1850 hectares, respectively are nearly completely wooded. Within these NATURA 2000 sites, different semi-natural mixed forest types exist, including Beech forests (9110, 9130), Alluvial forests with Alnus and Fraxinus (91E0), and bog woodland (91D0). To evaluate the results of this study forest management plans including mapped woodland habitats were available for the two selected areas.

For the modelling of the potential natural forest societies a digital terrain model (DTM 5 and DTM 25), a conceptual soil map (1 : 25.000) as well as a forestry site map were used. To exclude regional knowledge and receive results transferable to other NATURA 2000 sites, the data was processed without a field survey.
2.1 RULE-BASED METHOD

The purpose of this easily comprehensible and rule-based method was to model potential natural forest societies in areas with identical natural woodland composition (Walentowski et al., 2004). The test sites are situated in the region of mountainous mixed forest (Taubenberg) and beech forest (Angelberger Forst). For habitat types, which could exist in this natural woodland composition, a register of location factors was developed, including soil type, relief type, water balance, and site related additional attributes, such as the location of very dry areas. Furthermore sites with a high (H) suitability and sites where the existence of the habitat type is generally possible (P) or excludable (E) were distinguished. Based on the existing suitability the geo data were combined to a set of rules (see Figure 1):

1. Modelling of locations with high (H) and excludable (E) suitability for a habitat type. As an example, the possibility of the existence of bog woodland (91D0) on brown soils will be excluded, while the existence on peaty soils is highly possible.

2. Modelling of the possible occurrences (P) of a habitat type. A case in point would be the suitability of Luzulo-Fagetum beech forest (9110), which has a wide range of possibilities to occur. This habitat type can grow on different relief types (southern exposition, steep slopes, hilltops) as well as on different soil types (sand, gravel). These geo factors are not spatially exclusive. Therefore a site can be chosen as a possible habitat type because of one or several parameters. In this case, the number of possible occurrences was summed up.

3. The calculated site qualities for the habitat types were combined. Firstly a potential forest society is chosen for areas with high suitability (H). At sites without H the habitat type with the largest number of possible occurrences was selected.

4. At each grid cell the dominating habitat type will be chosen as the potential natural forest society. The result is a complete spatial database of the potential natural vegetation.

![Figure 1. Scheme of the rule-based model](image)

2.2 MULTIVARIATE CLUSTERING OF RELIEF TYPES

The multivariate clustering method of relief types (developed from SciLands inc.) assumes that distribution patterns of various site specific factors are significantly affected by changes of the terrain. Classifying the terrain into landscape ecologic relevant morphographic units can give important evidences concerning the distribution of woodland societies. Therefore three autonomous relief type categories of the terrain were calculated:
- Subdivision of the relief in summit areas, bottom areas, slopes, and closed depressions.
- Differentiation of areas with convergence of discharge (e.g., vales), areas with divergence of discharge, and intermediate areas, which mediate between convergence and divergence.
- The terrain is organized into areas with a slope perpendicular to contour lines and into areas which are steepened or flattened relative to the extremes.

The calculated subdivisions were summarized to clusters. The applied approach is a combination of the iterative minimum distance method (Forgy, 1965) and of the hill climbing routine (Rubin, 1967). The differentiated clusters were assigned to the possible habitat type in the pre alpine area. The method relies exclusively on the digital terrain model (DTM). Hence only habitat types which strongly depend on relief parameters, such as Tilio-Acerion forests of slopes, screes and ravines (9180), can be processed. Because of the higher intensity of the relief only the NATURA 2000 area Taubenberg was used for the multivariate clustering.

### 3 CLASSIFICATION OF FOREST TYPES

In order to identify forest habitat types, the modelled potential natural forest societies had to be combined with a classification of the in situ vegetation. To guarantee a possible implementation into the workflow of the local authorities, the acquired data had to be cost-effective and processable using standard methods. The satellites SPOT5 and ASTER were considered suitable for the differentiation of coniferous, deciduous, and mixed forest as they offer a spatial resolution of 5 m to 15 m and spectral bands in the infrared and near infrared region.

The satellite scenes of SPOT5 (acquisition date: 07.09.04) and ASTER (acquisition date: 14.09.04) were georeferenced using the DTM. Furthermore a Minnaert correction was carried out with the objective of topographic normalization (Kleinschmit et al., 2005). On the basis of scanned and georeferenced true color air photographs, training areas for all existing principal tree species and types of mixture were defined. On the basis of these training areas a Maximum Likelihood classification was carried out. The result was summarized to higher-ranking classes and validated by the use of forest management maps and local knowledge of forest officials.

For the test site Angelberger Forst the classes deciduous (young), deciduous, coniferous, and mixed forest were detected, while for the test site Taubenberg the classes deciduous, coniferous – non fir, coniferous – fir and mixed forest were recognized. The results correspond to the experiences of Blaschke et al. (2003), who detected similar classes with ASTER and SPOT4. Finally the scenes were segmented in two levels of detail. The majority class in one object was assigned as attribute to each polygon in order to receive more homogeneous classes.

### 4 IDENTIFICATION OF HABITAT TYPES

The results of the satellite classification were combined with the methods described in section 2 in order to calculate the potential natural forest societies. The potential forest habitat type is only selected if the classified real vegetation corresponds to the topmost forest society (see Figure 2). An example would be the detection of a potential beech forest society, which is not considered a potential habitat type if the satellite classification result is coniferous forest.
Figure 2. Potential natural forest societies (left) and derived potential habitat types for the test site Taubenberg (example from rule-based method)

5 COMPARISON OF MODELLED AND TERRESTRIAL MAPPED HABITAT TYPES

The results were compared to the terrestrial mapped habitat types from the forest management plans (see table 1). A great part of the considered habitat types could be detected by the use of the model approaches. The best results were achieved by using the satellite data with higher spatial resolution (SPOT5). An additional factor for good correlation of the results is the utilization of a forestry site map (FSM) within the model. It was evident that the models tend to underestimate habitat types with distinct site specific growing conditions, such as Alluvial Forest (91E0). In such cases the clustering technique yields better results. Thus it was possible to detect 80 % of the areas with Tilio-Acerion forests of slopes, screes and ravines (9180), while the rule-based method achieved only 40 % of this habitat type.

Table 1. Exemplary comparison of the results of the rule-based method with the forest management plan. Additionally the test site Angelberger Forst was processed with and without a forestry site map (FSM). The term “n.a.” stands for “not available” because the habitat type is inexisten in this area.

<table>
<thead>
<tr>
<th>Habitat types</th>
<th>Angelberger Forst with FSM (in %)</th>
<th>Angelberger Forst without FSM (in %)</th>
<th>Taubenberg without FSM (in %)</th>
</tr>
</thead>
<tbody>
<tr>
<td>9110</td>
<td>95.4</td>
<td>92.3</td>
<td>62.5</td>
</tr>
<tr>
<td>9130</td>
<td>70.6</td>
<td>66.0</td>
<td>76.9</td>
</tr>
<tr>
<td>9180</td>
<td>n.a.</td>
<td>n.a.</td>
<td>40.0</td>
</tr>
<tr>
<td>9410</td>
<td>n.a.</td>
<td>n.a.</td>
<td>66.7</td>
</tr>
<tr>
<td>91D2 – 91D4</td>
<td>n.a.</td>
<td>n.a.</td>
<td>80.0</td>
</tr>
<tr>
<td>91E0</td>
<td>91.7</td>
<td>58.8</td>
<td>46.2</td>
</tr>
<tr>
<td>9160</td>
<td>88.2</td>
<td>73.9</td>
<td>n.a.</td>
</tr>
</tbody>
</table>

A more detailed comparison, which involved the detected area size of model results and forest management plans, resulted in increased differences. As an example, the areas of Alluvial Forest of the data sets intersect only to 33.2 %. This is due to the model assumption that a habitat type is necessarily in the condition of the potential natural vegetation. However, a modelled and detected deciduous beech forest can be an artificial planted forest of neophytes. Therefore, it would be impossible to detect these kinds of errors by the use of the methods described above.

Another point of discussion are the methods of terrestrial mapping. Often the transitions in between habitat types or between a habitat type and other forest are not clearly to detect. In addition habitat types will be mapped even if the main species covers only a small proportion of an area. The intention in
mapping these habitat types is to ascribe a higher importance to them, because there is a potential
development of the forest society. As a consequence terrestrial mapped habitat types cannot be detected
with remote sensing techniques (especially in cases of low percentages of deciduous forest).

The results could be improved if a buffer area surrounding the modelled habitat type would be applied
as “suspected potential habitat type”. For the rule-based method the accuracy could significantly be
increased by using the second dominant modelled habitat type (see figure 1). When combining potential
habitat type and potential natural forest society the subordinated forest society could be kept as possible
result.

6 SUMMARY AND OUTLOOK

The consultation with local forest authorities showed that the developed method could be a support for
terrestrial mapping processes. However the applied methods leave still room for improvement. The results
of the modelling will be improved using the model BERN (Schlutow et al., 2004), which detects the site
related factors of habitat types as fuzzy relations using fuzzy logic methods.

Furthermore, the classification goodness of the real forest vegetation strongly depends on the spatial
and spectral resolution of the sensor. Thus with the use of air photographs and high resolution satellite
imagery (Quickbird) the possibilities of remote sensing techniques for detecting and assessing habitat types
will be analysed in more detail.
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ABSTRACT

Medium resolution (e.g. Landsat TM) satellite imagery has been utilized in many multi-source forest inventory applications for estimating forest characteristics. The main advantages of the satellite imagery are large area coverage and wide spectral range. However, due to the relatively coarse spatial resolution the accuracy of satellite-based forest estimates has been relatively poor at the stand and sample plot levels. Another widely available data source for forest inventories is digital aerial photography. The main advantage of the aerial photographs is their superior spatial resolution compared to satellite imagery. The digital interpretation of aerial photographs, however, is complicated because of factors such as bi-directional reflectance, which cause the spectral values of the image pixels to depend, in part, on their location in the image. On the other hand, the high spatial resolution of aerial photographs makes it possible to utilize the textural information in predicting the forest parameters. In this study Landsat 7 ETM satellite image spectral features and color-infrared aerial photograph texture features were combined applying different hierarchical approaches for estimating forest stand characteristics. The methods that were developed and studied for combining satellite and aerial photograph information were based on pre-stratification and nearest neighbor estimation within the derived strata, and hierarchical nearest neighbor estimation approaches. The results indicate that the estimation accuracy of forest characteristics can be significantly improved by utilizing a hierarchical approach in combining different remote sensing imagery.

Keywords: multi-source forest inventory, satellite imagery, aerial photographs, image texture

1 INTRODUCTION

In Finland, the data acquisition for forest management planning has been traditionally based on stand-level field inventories. In its present form the method is based on the use of aerial photographs for delineating the inventory units (i.e. stands) and a field assessment of the stand characteristics, including its final delineation, by a forestry professional. Typically, all stands in the inventory area are visited in the field, and thus, the method requires high amount of fieldwork and skilled professional staff. An apparent drawback is the subjectivity of the method. Delineation of the stands and selection of measurement points within the stands depends on the person carrying out the inventory, which may result in bias in the inventory data. Furthermore, the stand borders also tend to change between consecutive inventories due to silvicultural operations and natural disturbances, which makes the compartments unsuitable for monitoring. However, the main problem to be solved in the present Finnish forest management planning system is the disparity between the required amount of fieldwork and the resources allocated for the work. Thus, new methods have to be introduced in order to increase the efficiency of the forest management planning. One option that is strongly brought forward for rationalizing the forest management planning system is reducing the fieldwork through the increased use of remote sensing imagery.

The Multi Source National Forest Inventory (MSNFI) of Finland has utilized optical satellite imagery (mainly Landsat TM) to produce estimates and statistics of forest attributes for national and provincial level (Tomppo, 1991; Tomppo 1993). The forest inventory method used in MSNFI is based on combining the information of a systematic sample of field plots, satellite images and digital map data. Utilizing the forest estimates produced by MSNFI has been examined as one option for enhancing the forest management planning work. However, it has been concluded that the accuracy of the optical satellite
image based estimates has been relatively poor at a stand level (e.g. Tokola et al., 1996; Holmgren & Thuresson, 1998; Poso et al., 1999; Mäkelä & Pekkarinen 2001). One reason suggested for the high stand- and plot-level estimation errors is the limited spatial resolution of the satellite image material in relation to the typical forest characteristics. The average stand size in Finland is relatively small, approximately 1.5 - 2 ha in Southern Finland, and therefore a typical stand consists of a small number of satellite pixels. Because of the small size of the stands a considerable proportion of these pixels are mixed, i.e. they also carry spectral information from adjacent stands, and thus, they may represent poorly the stand spectral properties. On the other hand, for forest management planning inventories described earlier, full aerial photograph coverage is typically acquired. This would make it possible to combine the high spectral resolution of satellite imagery used for MSNFI and the high spatial resolution of aerial photographs used for management oriented inventories. If combining the data from satellite images and aerial photographs in forest inventory could significantly improve the accuracy of local forest estimates of the current MSNFI, this would make it possible to reduce to amount of expensive fieldwork in forestry planning.

Until now, the National Forest Inventory (NFI) has gone through entire Finland with an interval of approx. ten years - the areas of one or two provincial Forestry Centers have been inventoried each year. This means that in some areas the inventory data can be a decade old. This is now considered to be unacceptable, and at present the NFI is being developed towards more up-to-date inventory system. This includes shorter intervals in the measurement of the field sample plots of the traditional NFI, and also shorter intervals of updating the MSNFI estimates based in satellite image interpretation. This would improve the applicability of the MSNFI data for forest management planning purposes.

2 MATERIALS AND METHODS

2.1 STUDY AREA AND FIELD DATA

The study area is located in Northern Karelia, in the municipalities of Kontiolahti and Eno. The size of the study area is 10 x 10 km. The area consists mainly of managed forest in private ownership. The landscape in the study area is North-Karelian hill country with elevation between 100 and 250 m a.s.l. The terrain depressions are covered by lakes or peatlands and higher elevations by wooded hills. The field data in the study area was measured from a systematically located grid of approximately 600 field sample plots. The field plots were measured in year 2000 (Katila & Tomppo, 2005). The field measurement generally followed the guidelines of the Finnish NFI.

2.2 REMOTE SENSING IMAGERY

The study area was covered by Landsat 7 ETM image (path 186, row 16) acquired on 10 June 2000. The image was geo-referenced on the basis of digital map data. The spatial resolution of the geo-referenced image was 25 m.

Color-infrared aerial photographs covering the study area at scale 1:30000 were acquired in 2000 and 2001. The photographs were digitized using red, green, and blue filters representing near-infrared (NIR), red (R) and green (G) channels. The images were orthorectified by the National Land Survey of Finland (using ground control points and a raster DEM), and resampled to a pixel size of 0.5 m. Finally, a photo mosaic covering the study area was composed of the images.

The spectral values of all Landsat ETM channels were utilized as satellite image features in this study. The aerial photograph features that were utilized in this study included the spectral averages of aerial photograph pixels. Additionally textural features consisting of features based on image gray level co-occurrence matrices and gray level standard deviations within pixel blocks were utilized (Haralick et al., 1973; Haralick, 1979; Wang et al., 1997). The aerial photograph features were extracted from square-shaped windows (size 20 x 20 m) surrounding the sample plots.

The textural features of aerial photographs were considered suitable for estimation of forest attributes, since the aerial photograph resolution is finer or similar in relation to the size of the objects of interest (i.e. trees) in the image. Thus, the local variation of the pixels should correspond to the forest structure. In Landsat satellite images the resolution is coarse in relation to the objects, and single pixels contain many objects causing low local variance of pixels (Woodcock & Strahler, 1987). Thus, the textural features of satellite imagery have generally performed poorly in forest inventory (e.g. Shang & Waite, 1991; Cohen & Spies, 1992).
For the estimation of forest attributes the aerial photograph features were standardized to a mean equal to 0 and standard deviation equal to 1, since the original image features had very diverse scales of variation due to the different ways of extracting the features. Without the standardization, the variables with large variation would have higher weights in the estimation, regardless of their correlation with the estimated forest attributes.

2.3 ESTIMATION OF FOREST ATTRIBUTES

Different combinations of satellite image and aerial photograph data were used the estimation of forest attributes of the field sample plots. K nearest neighbors (k-nn) method was applied in the estimation (e.g. Muinonen & Tokola 1990, Tomppo 1991). The following forest attributes were estimated: mean diameter at breast height (D), mean height (H), basal area (BA) and volume (VOL) of total growing stock. The nearest neighbors were determined by the Euclidean distances between the observations in the feature space determined by the satellite image and aerial photograph features. The estimates were calculated as the average values of the stand variables of the k nearest neighbors.

Along with the k-nn, stratification based on the image features was utilized in the estimation of forest attributes. The stratification was carried out using k-means clustering algorithm (MacQueen, 1967). Different numbers of strata (16-20-24) were tested since the result of stratification may be sensitive to the number of strata employed. Mean vector estimator was applied within the strata for estimating forest attributes.

The accuracy of the estimates derived using different estimation methods was tested using leave-one-out cross-validation technique, in which each sample plot in turn was left out from the set of reference plots and estimated with the aid of the remaining plots. The estimates of the field plots were compared with the corresponding ground truth values of the plots. The accuracy of the estimates was measured by their root mean square errors (RMSE).

Alternative methods studied for utilizing satellite imagery and aerial photographs in the estimation of forest attributes:

A. K-nn estimation based on satellite image spectral features
B. K-nn estimation based on aerial photograph spectral and textural features
C. K-nn estimation based on a combination of satellite image and aerial photograph features
D. Stratification based on satellite image spectral features and k-nn estimation based aerial photograph spectral and textural features within the strata
E. Stratification based on a aerial photograph spectral and textural features and k-nn estimation based on satellite image spectral features within the strata
F. K-nn estimation based on satellite image spectral features and k-nn estimation based on aerial photograph spectral and textural features. The final estimates were calculated as averages of the individual estimates produced by each data source.
G. K-nn estimation based on satellite image spectral features and k-nn estimation based on aerial photograph spectral and textural features. The final estimates were calculated as weighted averages of the individual estimates weighting them by the inverse values of their mean square errors (MSE) (Tuominen & Poso, 2001)

In the k-nn estimation the k was set to 5. When applying estimation methods D and E, the k was set equal to the number of field plots in those strata, where the number of field plots was < 5. It has been shown that increasing the number of nearest neighbors (value of k) generally improves the accuracy of the estimates (Tokola et al., 1996, Nilsson, 1997), until the accuracy of the estimates stabilises at some level, and increasing the k after that does not produce further gains in the estimation accuracy. In this study, the number of field plots was quite low, and thus a relatively small value of k was considered appropriate.

3 RESULTS

The results show that for estimating local forest attributes the aerial photograph features perform significantly better than Landsat ETM features. The accuracy of the estimates is higher than presented by e.g. Poso et al. (1999), who used Landsat 5 TM and color-infrared aerial photograph data. Furthermore, when combining the aerial photograph and satellite image features into a single data set for k-nn estimation (estimation method C), the estimation accuracy is lower or approximately similar than when using only aerial photograph features.
When using hierarchical approaches in combining satellite image and aerial photograph data (estimation methods D-G) the estimation results were divergent. In methods combining stratification based on one data source and k-nn estimation within the strata based on another data source (methods D, E), the estimation accuracy was significantly lower than in other methods utilizing both data sources. The best estimation results judged by RMSE values were obtained in methods, where k-nn estimation was carried out separately within data sources (satellite or aerial origin), after which the estimates were combined together (methods F, G). The root mean square errors for estimates of stand diameter, height, basal area and volume are presented in Table 1.

Table 1. Root mean square errors of forest attribute estimates different estimation methods

<table>
<thead>
<tr>
<th>Estimation / data combining method</th>
<th>Diameter, cm</th>
<th>Height, m</th>
<th>Basal area, m²/ha</th>
<th>Volume, m³/ha</th>
</tr>
</thead>
<tbody>
<tr>
<td>A</td>
<td>8.03</td>
<td>5.50</td>
<td>7.21</td>
<td>76.07</td>
</tr>
<tr>
<td>B</td>
<td>7.33</td>
<td>5.03</td>
<td>6.75</td>
<td>71.17</td>
</tr>
<tr>
<td>C</td>
<td>7.40</td>
<td>5.13</td>
<td>6.68</td>
<td>72.24</td>
</tr>
<tr>
<td>D</td>
<td>7.79</td>
<td>5.37</td>
<td>7.03</td>
<td>73.16</td>
</tr>
<tr>
<td>E</td>
<td>7.87</td>
<td>5.37</td>
<td>6.88</td>
<td>73.64</td>
</tr>
<tr>
<td>F</td>
<td>6.96</td>
<td>4.80</td>
<td>6.33</td>
<td>67.32</td>
</tr>
<tr>
<td>G</td>
<td>6.94</td>
<td>4.78</td>
<td>6.32</td>
<td>67.21</td>
</tr>
</tbody>
</table>

4 CONCLUSIONS

The results show that using a combination of different remote sensing data sources may result in more accurate estimates than those obtained using individual data sources. The typical problem when combining different data sources for estimators like k-nn is that it is difficult to control the weighting of different input variables. The usefulness of any input variable can be studied by measuring the correlation between image features and forest attributes, but, on the other hand, the image features are often highly correlated with each other, and adding extra variables having high correlation with the other variables does not improve the estimation. Furthermore, when using estimation methods based on measuring distances between the sample plots in the feature space (such as k-nn or k-means clustering), the features having large variation receive high weights, unless the image features are standardized for similar scales of variation. However, after standardization the input variables receive similar weight regardless of their potential in estimating forest attributes.

Determining the correct weights of the input variables in k-means or k-nn estimation while simultaneously taking into consideration their variation and usefulness for the estimation is a complicated task. The problem can be managed at least in some extent by a hierarchical approach in combining the data sources. This kind of approach, for example, makes it possible to ensure that a dissimilarity of some features (e.g. aerial photograph texture) is not drowned by a general similarity of other features (e.g. spectral properties of aerial photographs and satellite imagery).

In this study, the methods combining k-nn estimation and k-means clustering did not perform well. A part of the problem may be the selection of nearest neighbors within the strata, which is problematic in small strata where the k approaches the total number of field plots in a stratum. In that case the data used for stratification gets a major weight leaving minor or none weight for the data used for k-nn. This kind of combination would require an adaptive k-nn procedure allowing the user to adjust the k in relation to the size of the strata. The best performing methods in this study were the ones applying separate k-nn estimation for each data source, and combining the individual estimates. These may be given equal weights or weights derived as inverse mean square errors of the individual estimates. The 1/MSE weighted estimates had the highest accuracy for all forest attributes, confirming the results Tuominen and Poso (2001).
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ABSTRACT

This study presents a quantitative analysis of the sensitivity of textural information of high resolution aerial photographs and artificial images to a number of forest structural parameters (basal area, density, forest cover, diameter at breast height, stem wood volume with bark…) as derived from the Spanish Second National Forest Inventory. Artificial images were simulated using an geometric-optical model. Influence of topographic effects, quantified through the use of slope and aspect, was also investigated. Image texture was quantified using the experimental variogram (calculated as an average of four directional experimental variograms), one of the most reliable and easy-to-compute geostatistic tools. Reached results revealed that there is a complex dependency of variogram parameters (range, sill, nugget effect, slope of the linear part of the variogram) on forest structural parameters. However, this dependency seemed to appear simpler when topographic effects were removed. Variogram parameters were extracted from the mathematical functions that were previously fitted to the experimental variograms.

Keywords: variogram, texture, topographic effects, aerial photographs.

1 INTRODUCTION

The estimation of forest structural parameters is one of the main components of studies dealing with vegetation dynamics and land cover changes (O’Dwyer, 2002). If that estimation has to be undertaken using remotely-sensed data, the study of such parameters usually refers to those that can be assess from above (O’Dwyer, 2002). Remote sensing data and techniques might be considered as one of the premier observational and analytical tools for use in scientific understanding and managing of the world’s forests (Franklin and Wulder, 2003).

Much of the work done in the remote sensing of forested ecosystems has been in the spectral domain (Cohen et al., 1990) which typically involves the analysis of multispectral images using statistically based decision rules. Since this approach tended to produce bad results it was suggested that the extraction of information from remote sensing images of vegetated surfaces would greatly benefit from the use of spatial data (Woodcock et al., 1988). This is based on the fact that the three-dimensional structure of vegetation (e.g. tree crowns in a forest canopy) is related to image texture (Bruniquel-Pinel and Gastellu-Etchegorry, 1998).

Spatial structure becomes apparent in remotely-sensed images when the scene contain discrete objects that are identifiable because their spectral properties are more homogeneous within than between them and other scene elements (Jupp et al., 1988). The spatial structure can be measured using different tools, commonly known as geostatistics. Geostatistics has been widely applied in the Earth sciences over the last decades and particularly widespread in the remote sensing community (Atkinson et al., 1996). For the present study, variogram was the selected geostatistical tool because of its straightforward computation, ease of interpretation and because the assumptions underlying its application are not very rigid (Woodcock et al., 1988).

The study presented herein investigates whether the spatial information (or texture) contained in high spatial resolution imagery and extracted using the variogram, can provide accurate estimations of individual forest parameters. This study presents a quantitative analysis of the structure of Pinus pinaster forests found in the province of Madrid (Spain) using: (i) real and simulated images, (ii) field data from the Spanish Second National Forest Inventory, and (iii) forest and topographic cartographies. In particular, this investigation is focused on analysing the sensitivity of image textural information to a number of forest parameters (basal area, density, forest cover, diameter at breast height, stem wood volume with bark…). Influence of topographic effects on image spatial information is also investigated through the analysis of
two of their most characterizing parameters: slope and aspect, as derived from a digital elevation model. Results reached so far revealed that there is a complex dependency of variogram parameters (range, sill, etc) on forest parameters. However, this dependency seemed to appear simpler when topographic effects were removed.

2 STUDY AREA
The present work involves the study of all the *Pinus pinaster* spp *mesogensis* patches found within Madrid province, in central Spain. This specie grows alone or mixed mainly with other *Pinus* species such as *Pinus sylvestris*, *Pinus pinea* or *Pinus nigra*. It is Mediterranean tree, capable of resisting long winters and dry and hot summers, and it appears in either even-aged or uneven-aged forests. The study area is as large as 18 000ha.

3 MATERIAL
In the present study four different sets of data were used: (i) aerial photographs, (ii) field data, (iii) a digital elevation model (DEM) and (iv) a forest map. Some topographic maps (1:50 000 and 1:5 000) were also used for supporting some processing.

Aerial photographs came from a 1:6 500 scaled flight dated in 1990-91. These photographs were scanned and geometrically corrected through the use of ground control points, camera parameters and a DEM. Once orthorectified, these photographs were subseted into mini-scenes (an example is shown in figure 1a) corresponding to those places where field work had been carried out. The mini-scenes were as big as 100 by 100m.

Field data came from the Second Spanish National Forest Inventory (2NFI) sample plots, measured during 1990. A total of 72 sample plots were considered within the present work. Mean values for each of the forest ground variables considered (basal area, density, forest cover, diameter at breast height, stem wood volume with bark) were calculated using individual tree measurements (NFI database).

The DEM, as derived from the 1:5 000 topographic map, was used for both geometrically correcting the aerial photographs and for deriving slope and aspect within the limits of the mini-scenes (an example is shown in figure 1b). The slope and aspect of any mini-scene were the slope and aspect of a plane fitted to the DEM. Forest cartography (that was provided together with the NFI sample plots) was used for general approximation to the study area and for stratification purposes.

Among these materials, more than 4 000 scenes (an example is shown in figure 1c) were artificially simulated using a geometric-optical model as designed and implemented by Lewis (1996; 2002). Variables defining simulated images fold into various categories: (i) variables defining scene objects (density - number of trees per unit area - and crown size), (ii) variables defining terrain characteristics (slope and aspect), (iii) variables defining sun position (azimuth and zenith angles), etc. Ranges of variation for such variables were extracted from real data (2NFI, DEM, time and date of aerial photographs).

Figure 1. From the left to the right: (a) mini-scene aerial photograph around a 2NFI sample plot (numbered 110), (b) mini-scene DEM corresponding to sample plot 110, (c) example of simulated image.

4 METHODS
The textural measure used to study the structure of forest canopy from aerial photographs and simulated images was the variogram. The variogram was chosen because it offers a simple and efficient method by which to quantify textural patterns that in turn are strongly related to canopy structure (St-Onge and
Cavayas, 1997). The effect of the spatial resolution on the relationship between forest and texture parameters was also investigated, thus original images (either real or simulated) were degraded from the original 1m pixel size to a 10m pixel size by an averaging method. Finally, the influence of topography in image texture was also analysed through the use slope and aspect as derived by a plane fitted to the corresponding mini-scene DEM. Slope and aspect in the case of simulated images were those values defining the terrain characteristics of the scene and therefore they need not to be calculated.

All the experimental variograms (calculated as an average of four directional variograms) were fitted with a theoretical model in order to quantify the texture parameters of interest: range, sill, nugget effect and slope of the linear part of the variogram (from now on referred to as slope). The appropriate model was chosen on the basis of its simplicity and its goodness of fit which can be visual and quantitative analysed (McBratney and Webster, 1986), in this case through the use of the root mean squared error and the Akaike information criterion. Used models include: spherical and exponential plus linear, with or without considering the nugget effect. The fitting to the experimental variogram was done by the recommended method of least squared approximation (Oliver et al., 1989). The maximum lag or distance at which the model was fitted to the experimental variogram was finally set to 25m (experimental variogram was calculated over one third the size of the mini-scene, that was 33m). Both sets of data (real and simulated images) were processed in the same way.

5 RESULTS AND DISCUSSION

The first step in the analysis of the results consisted on looking for any kind of relationship or correlation between field and geostatistical data as derived from the analysis of aerial photographs. The best results were found between range and stem volume with bark, although in general there was not any evident relation. Provided that this low correlation might be due to a great variability within field data (Hudak and Wessman, 1998), some clustering was carried out. However results did not improve that much. The analysis of simulated images neither produced, al least in an easy and apparent manner, a strong correlation between any of the variables defining the scene (crown radius, density and canopy cover) and any of the variogram parameters (range, sill, nugget, slope).

The spatial structure of an imaged scene is a function of the relationship between the size of the objects within the scene and the size of the resolution cells (Jupp et al., 1988). Therefore, if the spatial resolution varies, the spatial structure of the image also varies. The pattern of variation was identified by Woodcock et al. (1988) and Bruniquel-Pinel and Gastellu-Etchegorry (1998): as the spatial resolution of the image is degraded the height of the sill decreases and the range increases, leading the variogram to a simpler shape. Results reached in the present work confirmed this point.

Some authors realised about the potential effect of the topography on the variogram and its interaction with viewing and illumination conditions of the scene (Atkinson et al., 1996). The effect of slope and aspect on real and simulated images was clear when visual analysis was performed on them. The key point was to find out whether or not it could be demonstrated that slope and aspect affect the way the spatial structure appears in the imaged scene and if it was possible to quantify such an effect. These analyses were just performed over simulated images since this kind of data allowed us to vary only the factor of interest while the other factors remain constant.

In order to carry out the analysis of the influence of slope and aspect on the variogram, simulated images were clustered into groups where crown size and number of trees (density) stayed constant. This way of showing the results revealed that range and sill were affected by slope and aspect in a quantifiable and apparent manner, as shown in figure 2a. As expected, for a slope of 0º, sill stayed constant (because is independent of aspect) while for a slope of 30º, the largest value considered, the variation of sill is maximum. Once this effect was known, we investigated again whether it was possible or not to find any robust relationship between forest and structural parameters. Cohen et al. (1990) stated that the sill of the variogram was related to forest cover. Figure 2b shows such relationship as a function of terrain aspect.
6 CONCLUSIONS

Results reached so far show the difficulty of extracting reliable texture information from real aerial photographs. Similar results appeared when simulated images were analysed. The effect of slope and aspect on the image structure may be responsible of those results.

Forest structural and biophysical parameters influence the spatial structure of high resolution imagery (Bruniquel-Pinel and Gastellu-Etchegorry, 1998) but their influence may be totally masked by ground conditions such as slope and aspect. Therefore, the analysis of spatial structure in high resolution images may benefit from the removal of topographic effects. In fact, when considered constant slope and aspect conditions, an easy relationship was found between sill and canopy cover percentage. The results also show that the variogram is an effective tool with which to analyse this structure.

With the availability of high resolution remotely-sensed imagery and computer-based texture analysis tools, traditional methods of image analysis based on the spectral properties of the image are no longer a suitable approach to the identification of vegetation distribution patterns, and an alternative method is therefore required. The use of geostatistic methods to analyse the spatial domain of high resolution imagery may offer a suitable alternative. However, more analyses and experimentation are needed.
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ABSTRACT
The mapping of the spatial development of vegetation cover during the first years after forest fires implies to delineate precise structural parameters of re-growing vegetation by high to very high spatial resolution. This study tested the ability of spectral mixture analysis (SMA), applied to high spatial resolution Quickbird and SPOT data, to produce realistic and meaningful endmember fractions for the study of post-fire vegetation regeneration in the early stage. The analysis was performed on a large burned area in Anchuras, Spain. The affected pre-fire vegetation of the selected burned area was comprised of maquis shrublands and pine woodlands. Special emphasis was put on the pre-processing of the data to retrieve accurate vegetation reflectance values. A linear SMA was applied to all data sets using image derived endmembers, which were identified as green vegetation (GV), soil and shade. Spatio-temporal patterns of vegetation cover changes could be explained on the basis of shade-normalized GV fraction images. Vegetation cover and its change could be successfully detected with high accuracy through the use of the Quickbird and SPOT derived GV fraction images. The preliminary results obtained in this study show promising perspectives on the use of SMA for the analysis of vegetation re-growth after forest fires; however, in order to fully validate the results obtained in this study, it would be necessary to perform this analysis on longer time frame.

Keywords: Post-fire vegetation dynamics, Spectral Mixture Analysis, Quickbird, SPOT

1 INTRODUCTION
Monitoring dynamics of the vegetation after fire is essential to establish post-fire resource management and to evaluate the necessity of reforestation programs in order to reduce soil erosion (Riaño et al., 2002). In general, at the stand level our understanding of the changes induced by fire in plant abundance is well documented for the Mediterranean region (Trabaud, 1987, Moreno and Vallejo, 1999). At a regional scale, remote sensing techniques have been increasingly used to evaluate the spatial pattern of vegetation recovery after wildfire (Riaño et al., 2002, Peterson and Stow, 2003). During the first years after forest fires, the mapping of the spatial dynamic requires very high spatial resolution imagery such as Quickbird or SPOT to delineate precisely spatial patterns and to assess the swiftness of recovery.

The purpose of this study, which was part of the EC research project Fire Spread Prevention and Mitigation (SPREAD; Contract number EVG1-CT-2001-00043), was to study the ability of the Spectral Mixture Analysis (SMA) in order to gain information on vegetation re-growth in the early stage after the forest fire.

2 DATA AND METHODS
2.1 STUDY AREA AND DATA
The study was carried out in a large forest fire that took place on 1st of August 2002, in the surroundings of Anchuras, between Toledo and Ciudad Real provinces (Central Spain). The burned area (1400ha) is within a meso-mediterranean climate type. The affected area is very uneven, with four ravines and mean altitude of 500m. Biogeographically, the affected vegetation is comprised within the dehesas of Pyro-Quercetum rotundifolii. The shrublands fall within Genisto-Cistetum ladanifer association. The fire affected several vegetation types, including crops, grasslands, shrublands, Pinus pinaster afforestations and several Quercus spp woodlands.

Two field plots (90m x 180m) were selected on two west-facing slopes, in the north of the burned area, for the comparison with remote sensing derived vegetation cover. These areas were occupied by a Quercus
suber open forest with shrubs mainly composed of Cistus and Cytisus species. Within these plots (named Valley A and Valley B) a stratified nested random sampling scheme was chosen to collect vegetation properties; in particular herbaceous, shrub, tree, and total vegetation cover data which were related to the remote sensing data. Unfortunately, this field sampling approach, which was also defined for other ecological studies, proved to be inappropriate for the comparison with the image data. Field sampling in relation with satellite data is usually more efficient if the study area is subdivided into regions or land use cover types; then several plots should be distributed in each selected land cover type across the study area; hence, choosing a stratified sampling approach with a reasonable number of plots would have been more likely to be sufficiently representing the area of interest (Justice and Townshed, 1981).

Cloud-free Quickbird and SPOT satellite data were chosen due to their high spatial resolution. The Quickbird images represent with its spatial resolution of 2.4m (multispectral) the very high spatial resolution image within this study. In contrast to its detailed spatial information, only four spectral bands in the visible and near-infrared wavelengths are available. The first image was acquired on 10.09.2003, more than one year after the fire, and the second image was acquired on the 22.09.2004. Additionally, a SPOT5 image with a spatial resolution of 10m and a spectral resolution of four bands within the visible-infrared region was used. The SPOT image was acquired one year after the forest fire (05.08.2003).

2.2 METHODS

2.2.1 Pre-Processing

Monitoring vegetation cover over time requires an adequate consistency between multi-temporal data sets and different sensors. Comaparability becomes even more critical when referring to fractional cover estimates such as those derived from SMA. Several pre-processing steps were performed in order to assure comparability and to obtain land-surface reflectance.

Optimizing the geometric location accuracy, displacement errors, also caused by topographic relief, were reduced performing orthorectification of all acquired images. The images were further radiometrically calibrated using specific calibration coefficients of each sensor type. Since remote sensing in uneven terrain is limited by topographic effects on spectral signatures, a topographic normalization approach (Minnaert correction) was applied to reduce topographically induced illumination effects. As last step of the pre-processing chain, atmospheric correction was performed on the basis of the atmospheric modelling code 6S (Vermote et al., 1997).

2.2.2 Spectral Mixture Analysis (SMA)

Numerous remote sensing techniques have been developed for change detection studies such as vegetation regeneration after forest fires. In several studies, the SMA has proved to be superior to widely used spectral indices (Elmore et al., 2000, Riaño et al., 2002); this is the case of quantitative analysis of vegetation cover in sparsely vegetated areas, in which confusion with soil background reflectance can be minimized through SMA. Therefore, SMA was chosen as the appropriate remote sensing technique for this project.

The idea of SMA is based on the theory of mixed pixels, which states that every pixel consists of a relative proportion of dominant features which have relatively constant spectral properties. In order to address this problem, the SMA extracts the abundances of the main contributors of reflectance (referred to as endmembers) at a sub-pixel scale. As a result abundance maps are calculated representing the fraction of the chosen endmembers (Adams et al., 1993). Possible endmembers, however, are restricted to the number of the bands of the image data plus one (Hill, 1993). In case of Quickbird and SPOT, the number of endmembers is limited by the inherent dimensionality of the data to three endmembers in order to obtain realistic results.

As unmixing model for the SMA, linear spectral unmixing, which allows a simple interpretable connection to be made between the physical characteristics of the field data and the model was chosen. Here, the spectra are the linear summation of the spectrum of each endmember multiplied by the surface fraction they cover. As constraints of the model, the fraction of each endmember is restricted to a value between 0 and 1, and all fractions have to sum up to unity. This creates meaningful endmember fractions and a total cover that are physically realistic.

The crucial and most difficult part of the SMA is the actual performance of selecting the endmembers, because it is the influencing key factor of the SMA module. The definition of appropriate spectral endmembers can be either done using pure field-spectra from spectral libraries (reference endmember) or from the image itself (image endmember). As appropriate reference endmember were not available for the
study site, an approach to extract pure pixels from the image was applied to retrieve image endmembers. As commonly used in other studies, spectral scatterplots of image band combinations were built. The image endmembers were found at the vertices of the polygon that bounds the data space. These pixels of the data cloud were masked and then identified in the original reflectance image as soil, green vegetation (GV) and shade. For SPOT the common band combination NIR/red, where differences of vegetation and soil are mostly pronounced (Peterson and Stow, 2003), was applied. For Quickbird, additional procedure was necessary prior to the scatterplot to be able to bind the data space. The Principal Component Analysis (PCA) improved the ability to derive image endmembers, since over 99% of the spectral variability could be mapped in the first two components. Usually, the first two components were used to build the scatterplot in order to determine the image endmember. The GV endmember was mainly derived from the canopy of cork oak trees (*Quercus suber*) while the soil endmember was located on agricultural areas. The shade endmember which is supposed to account for illumination and albedo effects (Elmore and Mustard, 2003) was not taken from dark water surfaces but from ‘real’ shades (canopy shades) since, after the topographic correction, only unresolved canopy shadows should dominate the shade fraction.

Later, the model fitness or accuracy was assessed by the following assessment criteria: Fraction criterion, RMS criterion and Residual criterion. Overall, very fine results were obtained from all criteria. Additionally, shade normalization was applied to all endmembers in order to eliminate the effects of the shadow-casting canopies, strongly correlated to GV fraction in high resolution imagery. The normalized GV fraction is then representing the vegetation cover which is further compared with field data.

### 3 RESULTS

The normalized GV fraction images were investigated concerning differences between sensors and acquisition years in case of Quickbird. The example of a valley (Figure 1) shows similar vegetation patterns for all sensors in both years: scattered trees or shrubby vegetation on both slopes (dark shades) and smaller patches of high soil fraction (bright shades) right at the bottom of the valley. Since the spatial resolution of SPOT is only 10m, single trees or shrubs could not be resolved as in the case of the Quickbird (2m resolution). Those areas where patches of single trees, soil and canopy shade could be identified in the Quickbird image are only defined as large homogenous areas with high GV fraction. Regarding the time difference between the two Quickbird images, a distinct increase of vegetation is visible on both slopes. This increase could be explained by a higher vegetation cover of re-sprouting individuals or shrubs, as the distribution of trees remained mainly unchanged.

![Figure 1](image.png)

**Figure 1.** Example subsets of Green Vegetation (GV) fraction images of SPOT and Quickbird (QB). In green shades different fraction classes are illustrated.
Table 1. Average Green Vegetation fraction estimates for the entire burned area of Quickbird (QB) and SPOT (before and after shade normalization).

<table>
<thead>
<tr>
<th>Date</th>
<th>Green vegetation (mean)</th>
<th>no shade norm.</th>
<th>shade norm.</th>
</tr>
</thead>
<tbody>
<tr>
<td>QB_2003</td>
<td>14.0%</td>
<td>32.1%</td>
<td></td>
</tr>
<tr>
<td>QB_2004</td>
<td>14.6%</td>
<td>32.5%</td>
<td></td>
</tr>
<tr>
<td>SPOT_2003</td>
<td>18.1%</td>
<td>33.1%</td>
<td></td>
</tr>
</tbody>
</table>

In order to obtain physically meaningful vegetation cover estimates, the GV fraction was shade normalized. After the shade normalization the mean GV cover within the burned area was about doubled in all cases (Table 1). Comparing the burned area mean GV of Quickbird 2003 with the one of Quickbird 2004, the increase of vegetation was less than one percent in both cases, with and without shade normalization. Regarding the comparison of the two sensors, non normalized mean vegetation values of SPOT 2003 were already higher than the one of Quickbird 2004. However, after the normalization, the vegetation cover difference between SPOT 2003 and Quickbird 2004 estimates was significantly reduced, highlighting the importance of shade normalization, in particular of the Quickbird images.

The low mean increase of vegetation between the first two years after the fire could be explained by different human activities such as intensive pastures, road or other constructions. Figure 2 shows an example of vegetation change due to natural regeneration (positive change illustrated in green colours) or human activities (negative change in red colours). In this subset a general slight re-growth can be noted throughout the burned patches; negative trend of vegetation change is caused by a construction site (south-east corner) and roads, as well as pasturing, which result in grassy vegetation (northern part).

In general, from 2003 to 2004 distinct spatial patterns with similar regenerative capability or decline of vegetation regeneration can be noted throughout the entire burned area. The comparison with pre-fire land cover information revealed strong correlation between the re-growth swiftness and pre-fire vegetation type. A substantial re-growth of about 20 to 30% can be noted in areas of former dense shrublands while the regeneration of pine woodlands showed more than 20% decrease of vegetation cover. Negative trends can be usually noted in the large area of dehesas and pastures that could be linked to land management practices. Here, the vegetation change is dominantly negative between 10 and 30% decrease. Hence, re-growth and decline of vegetation are near-balanced, resulting in the aforementioned slight mean increase of vegetation regarding the entire burned area.

Comparison of the GV fraction derived from the satellite imagery with field properties was attempted. However, several factors made the correlation between field and remote sensing data rather difficult; among others, the inappropriate field sampling design and the time lag between the acquisition time and the field sampling lead to only low correlation values.

![Vegetation cover change between the first two years after the fire, illustrated on two false colour subsets of Quickbird (QB) of both years and on the change map of vegetation cover derived by SMA.](image)
4 CONCLUSIONS

In this study, the use of SMA as tool for detecting vegetation regeneration proved its strength, which lies in the fact that it explicitly refers to physical parameters. Even with the limited spectral resolution (four bands), the pre-processed Quickbird images were able to successfully detect vegetation with high accuracy using the image endmember approach. Due to its high spatial resolution even single trees could be identified.

The vegetation cover derived from SPOT using SMA reached high accuracy; these results agree with Souza’s et al. (2003), where derived fractions from SPOT4 proved to be useful for regeneration studies. Since its spatial resolution is limited to 10 meters, the overall vegetation cover is slightly overestimated compared to Quickbird estimates. As stated before, the resolution of Quickbird could resolve trees and their canopy shade. SPOT, however, only delineates patches of several trees with high vegetation cover. This slight overestimation is then further increased after the shade normalization. Therefore, it can be stated that after a thorough topographic normalization, no shade normalization is advisable in case of SPOT image.

The mapping of regeneration dynamic within the first two years after the forest fire was obviously correlated to the pre-fire land cover type. This confirms the observation of the regeneration of resprouting shrubs which are adapted to burning and therefore contribute to a relative quick increase in vegetation cover (Trabaud, 1987). In pine woodlands, on the contrary, an average decline of vegetation cover of more than 20% was detected between the first and the second year after the fire. Also, the dying back of single cork trees (Quercus suber) could be detected by Quickbird. Some cork trees were decorked before the fire, but they survived the first year. However, without their thick corky bark they lost their passive resistance (Trabaud, 1987) and died within the second year. Statements about the regeneration within dehesas, pastures or sparse shrublands can not be made, since they are highly influenced by land use practices.

The preliminary results obtained in this study show promising perspectives on the use of SMA for the analysis of vegetation re-growth after forest fires; however, in order to assess the recovery of the original vegetation before forest fires, it would be necessary to perform this analysis on a longer time frame. Moreover, the sampling design of the field measurements of future studies should take into consideration the applicability for satellite imagery, in order to be able to fully validate the results obtain in this study.
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ABSTRACT

Five different foliage mass models and six crown diameter models were tested on the preparation of the reflectance model input for 246 forest growth sampleplots in Estonia. Spectral database of forest understorey vegetation was used to characterize the forest ground cover. Three atmospherically corrected Landsat Enhanced Thematic Mapper (ETM) scenes were used to compare with the simulation. Best correlation between the simulated and measured reflectance factors was found in the shortwave infrared band (ETM5). In the near infrared band (ETM4) predicted reflectance factors were systematically lower for brighter stands. There was virtually no correlation in the visible region. The causes of the undescribed variability are related to the characterization of forest understorey vegetation, foliage optical properties, and the lack of adequate foliage mass and tree crown diameter models for Estonian conditions.

Keywords: reflectance modeling, tree foliage mass, tree crown dimensions

1 INTRODUCTION

Many variables from regular forest inventory data are directly utilized for running the reflectance model (FRM) of Kuusk and Nilson (2000). On one hand, information about age (A), stand relative basal area (T), tree species composition, site type, number of trees per unit area (N), tree height (H), stem diameter at breast height (D\textsubscript{1.3}) usually exists in stand description records, while these parameters are traditionally used in forest management planning. On another hand, forest stand reflectance depends in addition on other variables that are not used in everyday forest management practice (Nilson et al., 1999; Nilson et al., 2003). One must have estimates for total green leaf mass per tree, tree crown dimensions and forest understorey vegetation characteristics to run the forest reflectance model of Kuusk and Nilson (2000). The link between the variables in interest and forest inventory data can be established using regression models (Widlowski et al., 2003).

The studies about relationships between tree stem and crown characteristics have been driven by the development of the aerial photography based forest inventory (Dmitriev, 1981; Howard 1991). In a simplest approach linear dependence between crown diameter (D\textsubscript{c}) and D\textsubscript{1.3} is used (Jakobsons, 1970). To account for the influence of stand density, H and D\textsubscript{1.3} ratio (Widlowski et al., 2003) or average distance between trees (L) is included into the model (Kuzmitshev, 1977).

Foliage mass models are usually based on the D\textsubscript{1.3}, H and live crown length (L\textsubscript{Lc}) (Widlowski, 2003; Marklund, 1988; Vares, 2004). Difficult to measure, but a descriptive variable is the stem diameter at live crown base (D\textsubscript{bo}) (Hoffmann and Usoltsev, 2002).

Forest canopy cover, LAI and soil properties determine the light regime and growth conditions for the plants growing beneath the trees (Kull et al., 1995). The two-layer homogeneous canopy reflectance model of Kuusk (2001) considers many structural and spectral properties of the ground vegetation. The drawback of the flexibility is the need for many parameters. To overcome this problem Kuusk et al. (2004) propose the inversion of the model on the measured ground vegetation spectra.

We focused our study on two aspects: 1) performance of the regression functions that predict tree crown diameter and leaf mass per tree and 2) influence of the forest understorey vegetation properties on the stand reflectance.
2 MATERIAL AND METHODS

2.1 THE IMAGES AND SAMPLEPLOTS

We used three atmospherically corrected Landsat Enhanced Thematic Mapper (ETM) images from World Reference System (WRS) path 186 row 19 (Figure 1). Images are dated to 10.07.1999, 10.06.2000 and 31.05.2002. Image from summer 1999 was cloudfree, on the image from year 2000 north-east corner of Estonia was covered with cumulus clouds and on the image from year 2002 were some cumulus clouds.

Figure 1. Study area, image frame of the Landsat ETM+ scene 186-19 and locations of the sampleplot clusters

We used the data from forest growth sampleplots (Kiviste and Hordo, 2002). Plots are circular with a radius of 10 ... 30 m depending on the forest age. Map coordinates of the plots are determined by GPS, from digital maps or ortophotos. All trees having D1.3 larger than 2 cm are tallied, distance and azimuth from the plot centre is measured. For every fifth tree the height and height to live crown base (HlcB) is measured.

Out of 381 sampleplots within satellite image frame, 246 were suitable for our reflectance simulation study. We excluded some plots because of clouds or cloud shadows, recent management events and too large variability of the reflectance. Plot reflectance was calculated using the area of pixels overlapping with the plot as weight. Plot reflectance variability was estimated from 100 random samples 10 meters around the measured location of the centre. The plots having sampling error larger than 10% in ETM bands 3, 4 and 5 were left out.

According to species distribution we had 45 spruce dominated plots, 88 pine dominated plots, 89 deciduous dominated plots and 24 mixed plots. Stand age varied from 15 to 146 years, and density varied from 0.023 to 0.494 trees per m² in the upper layer. In 64 plots the second storey tree layer was denser than 0.05 trees per m². Nomeral, meso-euthrophic and mesotrophic site types dominated in the sample.

2.2 PREPARATION OF THE REFLECTANCE MODEL INPUT

A detailed description of the input data structure for the FRM can be found from its user guide (Kuusk and Nilson, 2002). We run the FRM using different models for foliage mass (Marklund, 1988; Cermák et al., 1998; Gower et al., 1993; Hoffmann and Usoltsev, 2002; Vares et al., 2004) and crown diameter (Jakobsons, 1970; Kuz'mitčev, 1977; Nilson et al, 1999; Lang, 2000; Pretzsch et al., 2002; Nagel et al., 2004;). Marklund’s (1988) regression functions for deciduous trees estimate the total mass of living shoots. Foliage mass was assumed to be 1/[1+0.5exp(0.25ln(D1.3))H)) of the estimated shoot mass. For Hoffmann and Usoltsev (2002) DlcB was calculated by a function of Ozolins (2002) which was adapted for Estonia by Padari (2004).

The used tree species specific values for optical and structural constants are given in Table 3. The tree distribution parameter c was calculated for each crown diameter model from resultant crown closure (CRCL) and canopy closure (CACL) as -ln(1-CACL)/CRCL.

To characterize forest understorey vegetation for FRM, we inverted the two-layer model of Kuusk (2004) on the site type specific spectra from the database (Lang et al.2002). For each test we generated two upper understorey layer (LAIu) scenarios: 1) constant LAIu and 2) LAIu = 1.6092-0.2064*LAI_\text{trees}. 

**Table 1.** Tree species specific values for other FRM input variables

<table>
<thead>
<tr>
<th>FRM input variable</th>
<th>Species</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Scots pine</td>
</tr>
<tr>
<td>Crown form</td>
<td>ellipse</td>
</tr>
<tr>
<td>Leaf weight per area (SLW, g m⁻²)</td>
<td>168</td>
</tr>
<tr>
<td>Leaf chlorophyll content (% of SLW)</td>
<td>0.24</td>
</tr>
<tr>
<td>Leaf water content (% of SLW)</td>
<td>100</td>
</tr>
<tr>
<td>Brown pigments (% of SLW)</td>
<td>0.2</td>
</tr>
<tr>
<td>Lignin+cellulose+sugars etc. (% of SLW)</td>
<td>99.6</td>
</tr>
<tr>
<td>Leaf structure parameter, n</td>
<td>3/SLW</td>
</tr>
<tr>
<td>Shoot length</td>
<td>0.15</td>
</tr>
<tr>
<td>Branch area index</td>
<td>0.15*LAI</td>
</tr>
</tbody>
</table>

3 RESULTS AND DISCUSSION

A comparison of simulated and measured reflectance factors for summer 1999 is shown in Figure 1 for the green (ETM 2), red (ETM 3, near-infrared (ETM4) and shortwave-infrared (ETM5) spectral bands when understory vegetation leaf area index (LAIu) is a site type specific constant, crown diameter is predicted according to Jakobsons (1970) and foliage mass is estimated using D1.3, H and Lₐₖ (Marklund, 1988).

![Figure 1](image1)

The best agreement between the simulated and measured reflectance coefficients was in band ETM 5 in all combinations of models. There was virtually no relationship in the red and green spectral bands irrespective of the crown diameter- or foliage mass model used. This is rather surprising and has probably caused by the wrong estimate of chlorophyll content of the foliage. In addition to the variability in leaf biochemistry a pure technical problem with the red channel is the low dynamic range of signal over the forests. In the near infrared spectral band (ETM4) the simulated reflectance coefficients for brighter stands were systematically lower than measured reflectance factors.

Using the second understory LAI scenario, i.e. when the understory LAI is related to the LAI of tree-layer, made the stands slightly brighter in all spectral bands except for the band ETM4. In ETM4 the effect
of the overstorey-understorey LAI relation was opposite – the stand reflectance decreased. This effect is partially caused by the fact that soil and debris are usually brighter than vegetation in all ETM bands except band 4. Decrease in abundance of forest understorey green vegetation decreases multiple scattering in the near infrared spectral region and resulting in smaller stand reflectance.

When comparing simulated reflectances against measured for other two Landsat ETM images, which are from the beginning of the summer, the results were in general similar to those presented in Figure 1. We did not adapt the leaf biochemistry nor leaf mass or SLW to simulate the effects of differences in vegetation period because lack of suitable models and data.

One issue when using the regression models, is the inclusion of predictive variables. Usually, when developing the model, more variables give a better fit. When using these functions on the material where correlation between the parameters is different, we can get systematic differences. For example, using the models of Marklund (1988) and only D1.3 as predictive variable we get systematically bigger leaf mass estimates than with model that includes also tree height. By including the live crown length, the estimates are smaller than using the model based on the D1.3 and H. This makes it rather difficult to assess whether one model is better than other. When averaged over all plots the resultant LAI derived from D1.3 based model was 5.4, using D1.3 and H LAI decreased to 4.6 and by including Llc LAI dropped to 3.8. Predicted average LAI ranged for deciduous stands from 4.3 to 6.4, for pine dominated stands from 2.6 to 4.6 and for spruce dominated stands from 4.1 to 8.8.

The differences in estimated crown diameters depending on the model were large. The resultant canopy closure varied 30...50% depending on model. Prediction of the tree crown diameter based on the inventory data remains problematic because of significant influence of the stand density and even species composition (Dmitriev et al., 1981). Laser scanning of forests is probably the way to collect large amounts of data for the development of tree crown and canopy structure models.

Beside issues related to leaf biochemistry, canopy closure and foliage mass, a set of problems has to be solved to characterize the forest understorey vegetation for the FRM. The rough information about the forest ground cover is usually in the databases as site type code. The total leaf mass per unit area, leaf properties like SLW, species composition of the moss, lichen, grass and shrub and hence the spectral properties of the tree layer background vary in a great deal inside one site type. Good fit between the simulated and measured reflectances in earlier tests (Nilson et al., 1999) can partially by explained by the facts that the ground reflectances of studied forest stands were explicitly measured using a field radiometer and crown closure of the stands was measured.

4 CONCLUSIONS

None of the tested foliage mass and tree crown diameter model combinations was found to be significantly better then others. The problems of the regression models are basically their relation to the material that was used for parameterization. Besides the LAI and crown closure the variability caused by the forest understorey vegetation can be significant. Unless we are able to predict the forest understorey vegetation properties depending on the site productivity and tree layer LAI or canopy cover, it is not possible to get better correlation between the simulated and measured forest stand reflectances.

ACKNOWLEDGMENTS

This work has been supported by the Estonian Science Foundation grants nos. 4696 and 5768, State forest management centre (RMK) and Environmental Investment Centre (EIC).

REFERENCES


Gower, T. S., Reich, P. B., Son, Y. 1993. Canopy dynamics and aboveground production of five tree species with different leaf longevities. Tree physiology 12, 327-345.


Session 4b

TOP HEIGHT ESTIMATION USING COMMERCIAL AIRBORNE REMOTE SENSING PRODUCTS IN BRITISH FORESTRY

J. C. Suárez1* and E. D. Wallington2

1Forest Research, Northern Research Station, Roslin, Midlothian, EH25 9SY, UK.
2Edinburgh Earth Observatory, School of GeoSciences, The University of Edinburgh, Drummond Street, Edinburgh, EH8 9XP, UK.
*Corresponding author: e-mail: juan.suarez@forestry.gov.uk, Tel: + (44) (0)131 445 6949

ABSTRACT

Top height is an important parameter in production forestry and ecological studies. Top height can also be used to describe forest structure, bio-fuel estimations, and the amount of carbon sequestration. The work presented in this paper is a comparative study based on the use of commercial airborne LiDAR and Radar data. The aim of this work is the development of a cost-effective method for the estimation of top height to enhance traditional field methods in operational forest inventories and related applications. The results are compared to ground measurements in a group of four study areas in Northern England, SW and Northern Scotland and North Wales.

Comparison between these two airborne data capture techniques and field observations showed retrieved height underestimates of between 20-30% for Radar and <10% for LiDAR. The R² values were about 0.81 for Radar and 0.92 or 0.98 for LiDAR. The discrepancies are mainly attributed to slope angles, stocking density, tree height and edge effects inside and at the periphery of stands. Results are focused primarily on Sitka spruce (Picea sitchensis), but other species are discussed within the height retrieval context. A brief discussion of the potential to differentiate heights at the sub-stand level is also introduced. The ability to differentiate heights will have beneficial consequences for more detailed management practices like the transition to continuous cover forestry, monitoring health or stocking density; in this case by assessing height variation across a stand.

Keywords: SAR interferometry, LiDAR, top height retrieval, operational forestry.

1 INTRODUCTION

Top height is an important parameter in production forestry that can also be used in studies looking at the forest stand structure, bio-fuel estimations or carbon sequestration. The work presented in this paper is a comparative study based on the use of commercial airborne LiDAR and Radar data. The study aims at the development of a cost-effective method for the estimation of top height in forest stands. The method seeks to enhance traditional field routines for forest inventory and to explore operative issues for its implementation in the industry. The results are evaluated by comparing to the information collected on the ground in a group of study areas in Great Britain.

The perceived advantages of these two airborne systems are the high resolution of the data and their versatility to capture data at will. Additional advantages are the increasingly competitive costs and the possibility to process the data into a product compatible with off-the-shelf GIS systems. Intermap Technologies have recently used their Star-3i airborne X-band SAR Interferometer to capture elevation data for the entire UK, under their Nextmap Britain campaign (Intermap Technologies Inc, 400 Inverness Parkway, Suite 330, Englewood, CO USA). Such data are rapidly being acquired for a large number of countries, and so, these datasets are becoming available to industrial users. The UK Environment Agency acquired recently the capability of collecting LiDAR data for the production of high resolution digital terrain models. This government agency also works as a contractor for other agencies throughout the UK.

2 STUDY SITES AND DATA

2.1 STUDY SITES

Four study sites were considered: Coed Y Brenin Forest District in North Wales (N52:49:12 W3:53:27 lat/long), Kielder Forest District in Northumberland, North England (N55:11:44 W2:32:11 lat/long), Glen
Affric in the Scottish Highlands (N57:17:00 W4:54:49 lat/long) and Aberfoyle in SW of Scotland (N56:10:00 W:4:22:00 lat/long). Forest stands consisted of a number of species including Sitka spruce (*Picea sitchensis*), Norway spruce (*Picea abies*), Japanese larch (*Larix kaempferi*), Western hemlock (*Tsuga heterophylla*) and Scots pine (*Pinus sylvestris*).

2.2 DATA SETS

2.2.1 InSAR digital surface model

The InSAR (Henderson and Lewis, 1998) Digital Surface Model (DSM) was supplied by Intermap Technologies (Intermap, 2005), and was geo-referenced to OSGB36 prior to delivery. The DSM is produced from the first return of the signal. It represents the first surface the signal came into contact with, whether ground or vegetation canopy. The DSM is presented in a pixel size of 5x5 m and a RMSE of between 0.5 – 1.0m (95% = 1.0 - 2.0m), dependent on flying height. These accuracies are quoted for moderately sloped, unobstructed terrain (Intermap, 2003).

2.2.2 Ordnance Survey DEM

The Ordnance Survey (OS) Profile 10m Digital Elevation Model (OSDEM) was used as a ground reference surface. The OSDEM has a pixel size of 10x10 m (re-sampled to 5x5 m to match the DSM; this was done purely to ease comparison and not as an attempt to improve resolution). This DEM is assumed to be a representation of the true ground surface for the purposes of this study.

2.2.3 LiDAR

Airborne LiDAR was obtained from the Environment Agency using an Optech ALTM2033 scanner (Optech Incorporated, 100 Wildcat Road Toronto, Ontario, Canada). The first survey was undertaken in Aberfoyle in September 2002 at a flying altitude of 1,000 m a.s.l. The sampling intensity was 3-4 returns per m² and a beam divergence of 10 cm. The scanning angle was 20 degrees. A second area in Kielder forest was surveyed in April 2003. Sampling intensity varied from 6 to 23 returns per m². Beam divergence was up to 1 m and the scanning angle was 10 degrees. Data were distributed in ASCII XYZ format, where first and last returns, with their corresponding intensities, were located to the OS national grid. RMSE were ± 40 cm in X and y and ± 9 – 15 cm in Z.

2.2.4 Study sites and ground reference data

The SAR data were analysed over three study sites: Kielder (N. England), Coed Y Brenin (Wales) and Glen Affric (Scottish Highlands), whilst the LiDAR were analysed over the same Kielder sites as well as Aberfoyle (SW Scotland). Standard forest inventory techniques (Philip, 1994; Husch *et al*., 2003; Hamilton, 1998) were used to establish the top height of the sample stands. This height was then used as the true top height of the stand.

3 HEIGHT RETRIEVAL METHODOLOGY

The technique for top height retrieval used in this study was similar for both the InSAR and LiDAR data sets, but a number of different steps were taken in each. The generic height retrieval algorithm was:

\[
\text{Height}_{\text{Tree}} = \text{Height}_{\text{Canopy}} - \text{Height}_{\text{Ground}}
\]

3.1 INSAR

In all the stands, height values from the DSM and OSDEM were retrieved from 50 x 50m plots. Subtraction of the OSDEM from the DSM was performed to recover the height per pixel within the plot (Wallington *et al*., 2004). Retrieved top height was estimated by averaging the highest 25 pixel heights. This techniques follows standard forest practice of taking the tallest 100 trees/ha (Philip, 1994). This top height was then compared to the measured top height per plot.

3.2 LiDAR

LiDAR instruments can generate accurate canopy height models that can be used to estimate other forest parameters such as canopy heights, stand volume, and the vertical structure of the forest canopy. A normalised forest canopy model is obtained by subtracting bare ground values from the canopy layer. In commercial airborne systems, the canopy layer is retrieved from the first laser return that measures the intensity of the signal as it first encounters an object in the ground. The last return will provide
information about the location and height of the mid-point of the last strong waveform that is normally associated with the terrain.

In order to approximate a model of the ground surface, the last returns were filtered to eliminate those hits being intercepted by the forest canopy and, therefore, not reaching the underlying terrain. The method involved an iterative process of selection of points within kernels of variable size according to the local minima (Suárez et al., 2005).

A normalised canopy height model was calculated for every laser hit as the difference between the first return and the nearest return classified as terrain. Mean distances between canopy and ground returns varied between 0.5 and 1.5 m, with standard deviations less than 1 m. Individual tree heights were accurately predicted in 73% of the cases within ±1m. The largest underpredictions were observed in sub-dominants. The suppressed and dead trees were missed completely. Generally, individual tree heights were 7-8% shorter than observed due to the low number of laser hits intercepted by the apices. In Kielder, the higher density of returns per m² (6 to 23) reduced underestimations to less than 4%.

**4 TOP HEIGHT RETRIEVAL RESULTS**

**4.1 INSAR TOP HEIGHT RETRIEVAL**

Top height predictions across all the test sites (and a number of species) produced a strong Pearson’s correlation of 0.79 (Figure 1, left). As expected, the retrieved height was systematically underestimated due to signal penetration through the canopy and the shadowing effects generated from the scanning angles. At the shorter wavelengths (X-band), penetration is limited to the upper canopy, and as such the resultant height of the scattering phase centre is predominately dominated by scattering from the smaller scatterers in the canopy. The resulting average underestimation is 34.7%. Regression analysis gave a $R^2$ value of 0.62 (Figure 1, right).

![Figure 1. Left: Measured top height against retrieved top height for a range of species and sites. Average error of 7.23 m (34.7%), observations = 59, Pearson’s $R = 0.79$. Note: Kielder (○) data were collected independently of Kielder (○). Right: Regression analysis of measured top height plotted against retrieved top height, $R^2 = 0.62$.](image)

To allow comparison with the LiDAR data and to remove any effects of species, Sitka spruce (*Picea sitchensis*) stands were investigated in Coed Y Brenin (Wales) and Kielder. Underestimation reduced to between 21% in Kielder and 24% in Coed Y Brenin, with $R^2$ values of 0.94 and 0.84 respectively (Figure 2). The results showed that X-Band does not easily penetrate the forest canopy in Sitka spruce stands due to the compactness of their canopies. In contrast, other species such as Japanese larch and Scots pine present less dense canopies and produce some permeability of the signal through them. This would explain the increase in the underpredictions compared to spruce and hemlock stands.
Figure 2. Retrieved top height for Sitka spruce (*Picea sitchensis*) stands in Kielder and Coed Y Brenin.

### 4.2 LiDAR TOP HEIGHT RETRIEVAL

Top height retrieval followed different methods in the two monitoring areas. In Aberfoyle, individual tree tops were initially estimated following an Object-Oriented classification method, as described in Suárez et al. (2005). The method aimed at the identification of individual tree tops using a rule based system implemented in eCognition (Definiens Imaging GmbH, 2001; Trappenstreustrasse 1, 80339 Muenchen, Germany). The classification combined digital aerial photography and an interpolated image of the canopy height model. After this, top height estimates were calculated as a mean of the 25 higher trees in each of the ¼ ha plot (Figure 3). Results produced a general underestimation of 7%; in line with the predictions of individual tree heights, and $R^2$ of 0.91.

In Kielder, top heights were estimated using percentiles. The 99th percentile produced predictions very close to the observed values in the field (Table 1). The variability in the results could not be related to stand density, age, density of LiDAR returns or percentage of ground hits.

Table 1. LiDAR predictions of top height against measured top height in Kielder.

<table>
<thead>
<tr>
<th>Plot ID</th>
<th>Observed Top Height</th>
<th>Estimated Top Height</th>
<th>Accuracy</th>
</tr>
</thead>
<tbody>
<tr>
<td>6</td>
<td>32.81</td>
<td>32.53</td>
<td>0.99</td>
</tr>
<tr>
<td>7</td>
<td>28.15</td>
<td>28.15</td>
<td>1.00</td>
</tr>
<tr>
<td>8</td>
<td>20.33</td>
<td>19.48</td>
<td>0.96</td>
</tr>
<tr>
<td>9</td>
<td>21.35</td>
<td>19.9</td>
<td>0.93</td>
</tr>
<tr>
<td>10</td>
<td>17.82</td>
<td>17.82</td>
<td>0.99</td>
</tr>
<tr>
<td>11</td>
<td>20.78</td>
<td>20.42</td>
<td>0.98</td>
</tr>
<tr>
<td>12</td>
<td>21.24</td>
<td>21.01</td>
<td>0.99</td>
</tr>
</tbody>
</table>

In this paper, the use of commercial airborne X-band SAR and LiDAR have been compared. Both systems require an estimation of the tree canopy models as a difference between data obtained from the canopy tops and the signal from the underlying ground. In the case of SAR estimates, this operation required the use of
ancillary data such as the OS DTM. After this, the tree canopy models were classified differently to estimate top heights.

The findings are summarised as:

- Radar retrieved heights showed an underestimation of around 30%; this is explained by the signal penetration and attenuation in the canopy, especially in the less opaque species such as Scot pine and Japanese larch.
- LiDAR produced underestimations of around 7% in Aberfoyle, in line with the estimations of individual tree heights. This percentage was significantly reduced in Kielder by means of percentiles (99th) to less than 2%.
- Top Height estimations correlated well in both systems with $R^2$ values of between 0.81-0.92 for InSAR and 0.91 for LiDAR. In the percentile method with LiDAR data, the $R^2$ value approximated 0.99.
- Reasons for height under prediction were investigated. Canopy characteristics (shape and density) as well as viewing angle, tree height and density were seen as potential factors. The influence of edge effects was also examined, especially in SAR. The results indicated that better height retrievals were achieved far from edges in SAR. In LiDAR, all these comparisons proved inconclusive in the two areas with the two methods.
- The general conclusion is that both systems are close for operational use. The cost of the data and the availability of data providers will be the driving factors that will determine their business use. At present, there is no indication that SAR data will be periodically produced by Intermap. In contrast, LiDAR measurements can be produced on the same basis as the standard photogrammetric surveys. Additionally, their cost can be reduced altering mission parameters such as density of returns, flying height, scanning angle or size of the beam divergence. The new configurations will reduce the number of returns to the minimum necessary to achieve the desired results.
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ABSTRACT

For the effective management of forest resources, managers require accurate and up-to-date information not only on forest growth but also on the condition of forest crops. In even-aged single species plantations this type of information is typically gathered using a combination of field survey and aerial photo interpretation. However, the same exercise becomes more difficult when tree species are planted in alternate rows or intimately mixed in varying ratios and combinations. This process can be quite subjective and is affected by factors such as the timing, resolution and quality of the photography, the size and shape of area of mixture, and the photo interpreter and/or field surveyor. This paper investigates the ability of airborne Light Detection and Ranging (LiDAR) data for identifying and mapping Sitka spruce (Picea sitchensis) and Lodgepole pine (Pinus contorta) plantation mixtures in upland conifer plantations in the UK. Two approaches are assessed: the first uses LiDAR intensity data to separate pine and spruce species and the second uses LiDAR-derived crown measures, coefficient of variation (Cv), skewness (skewfp); the percentage ground returns (pczero) which provides a measure of canopy openness and the mean canopy height (meanh) which enables areas with height variations to be identified. The merits of each measure are assessed separately and then combined to produce classifications that include and exclude LiDAR intensity. The results show that Sitka spruce and lodgepole pine can be separated using either LiDAR intensity or a combination of LiDAR-derived crown measures. Where the two species are planted as a mixture, the dominant species can also be identified and mapped.

Keywords: LiDAR, conifer identification, forest mapping

1 INTRODUCTION

During the 1960’s the UK Forestry Commission established extensive areas of forest plantations in remote upland areas. Whilst a majority of the plantations were established using Sitka spruce, some of the poorer waterlogged or heather infested sites were planted using structured species mixtures of Sitka spruce and Lodgepole pine as a nurse species. These were planted in alternate rows or intimately mixed in varying ratios and combinations. The rationale being that the pine species would improve the site characteristics and over time these sites would become dominated by Sitka spruce which is the commercial crop. In practice, as these crops have matured, two possible outcomes have emerged: self thinning crops dominated by one species – usually Sitka spruce; or crops where both species compete equally. It is important for both outcomes to identify and map areas of different species dominance in order to produce reliable growth estimates. Traditionally, a combination of ground survey and aerial photography has been used to help provide this type of information, with the ground survey component providing quantitative measurements and the aerial photography used for crop stratification purposes. The accuracy of this method depends on how closely changes in crop structure on the ground can be matched with those observed in the aerial photography.

While a number of studies have used LiDAR to provide estimates of height, volume and basal area (i.e. Naesset, 2002; Means et al, 1999) relatively few studies have assessed the potential of LiDAR for identifying and mapping forest species. In Swedish forests, Holmgren & Persson (2003) successfully identified individual trees from high-resolution LiDAR data by using LiDAR to delineate and classify each tree by species. At a stand-level, Maltamo et al. (2004) identified suppressed trees in multi-layered spruce forests by summarizing the height distribution of the laser data.

This is the first study to evaluate LiDAR as an alternative and unbiased method for mapping crop variability in conifer plantation mixtures in the UK.
2 MATERIALS AND METHODS

2.1 Study area
The area for this study was located in Galloway Forest District forest south-west Scotland. The selected area was approximately 300 ha and contained a range of plantation types from single species crops to intimate mixtures. The terrain is gently undulating with a maximum slope of 14º and a topographic range of 230 to 300 m above mean sea level (amsl).

2.2 Image data
LiDAR data was acquired on 15/06/2003 using an Optech ALTM 3033 system operating at a flight altitude of 1,250 m amsl using a scan angle of <9º, with a point density of 4 returns/m². Also acquired was cloud-free SPOT 5 HRG multi-spectral scene on 17/04/2003. The NIR band of the SPOT 5 HRG image was also used for the purpose of validating the radiometric consistency of the LiDAR intensity channel data. The SPOT image was clipped so it matched the LiDAR coverage and then geo-corrected using the LiDAR data to provide GCPs. The reported RMS error of the geo-correction process was 0.5 pixel or 5 m.

2.3 Field data
Accurate height, volume and species data was measured for 20 (0.02 ha) field sample plots, 17 were located in pure Sitka spruce stands and three in Sitka spruce/lodgepole pine mixed stands. Since no plots were measured in pure lodgepole pine, height measurements from two areas were extracted from the 10 m LiDAR height grid (62 pixels). Table 1 summarises the plot data for each crop type by top height and volume. Plots measured in the Sitka spruce show the highest variability in both height and volume. This is because these plots cover a range of forest conditions. Variation in top height and volume is also observed in the Sitka spruce/lodgepole pine mixtures. However, in terms of volume, lodgepole pine tends to be the dominant species.

<table>
<thead>
<tr>
<th>Crop Type</th>
<th>Tree species</th>
<th>Obs (No. field plots)</th>
<th>Variable</th>
<th>Mean</th>
<th>Std. Dev.</th>
<th>Min.</th>
<th>Max.</th>
</tr>
</thead>
<tbody>
<tr>
<td>Pure Sitka spruce</td>
<td>17</td>
<td>Top height (m)</td>
<td>19.5</td>
<td>3.1</td>
<td>13.5</td>
<td>23.9</td>
<td></td>
</tr>
<tr>
<td>Pure Lodgepole pine*</td>
<td>(62)</td>
<td>Volume (m³/ha)</td>
<td>500.7</td>
<td>160.6</td>
<td>184.2</td>
<td>697.4</td>
<td></td>
</tr>
<tr>
<td>Species mixture</td>
<td>Sitka spruce</td>
<td>Top height</td>
<td>15.8</td>
<td>0.9</td>
<td>13.0</td>
<td>18.0</td>
<td></td>
</tr>
<tr>
<td></td>
<td>volume</td>
<td></td>
<td>n/a</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>Lodgepole pine</td>
<td>Top height</td>
<td>16.5</td>
<td>1.5</td>
<td>14.4</td>
<td>17.9</td>
<td></td>
</tr>
<tr>
<td></td>
<td>volume</td>
<td></td>
<td>184.0</td>
<td>86.7</td>
<td>60.4</td>
<td>256.6</td>
<td></td>
</tr>
</tbody>
</table>

* Top height calculated from 62 pixels extracted from the 10 m LiDAR height grid

3 METHODS

Two approaches are used to identify plantation species composition; the first uses the LiDAR intensity data and the SPOT 5 NIR band. Here, the SPOT 5 NIR band is used as a means of checking the radiometric consistency of the LiDAR data. The second approach uses statistical parameters derived from distribution of the laser height data, namely the coefficient of variation ($C_v$), percentage of ground returns ($p_{zero}$), skewness of height ($skew_{fp}$) to try to identify differences in forest canopy structure. Mean height ($mean_{h}$) is also included to provide a measure of crop variability. Each dataset was generated at a 10 m resolution, so that it matched the spatial resolution of the SPOT 5 image. Over each 0.02 ha sample plot the relevant pixel values were extracted for further analysis.

3.1 LiDAR INTENSITY

Over forest, the following factors may affect the recorded intensity: (i) variations in laser path length caused by changes in the distance between the sensor and target, (ii) the orientation of the target relative to the sensor which may change according to the laser scan angle or topography, (iii) the laser beam divergence which alters the footprint size, and (iv) attenuation of the signal by the atmosphere. Filtering of
the laser pulses by elimination of non-canopy returns, removes a substantial amount of the variation in the intensity values. Further correction for variations in laser path length also normalizes these differences between laser scan lines. Figure 1a shows the normalized LiDAR near infrared response plotted against the SPOT 5 HRG near infrared band for the different conifer species and reference targets. This shows that for similarly aged stands, pine and mixtures are spectrally separable form pure Sitka spruce in the near infrared.

**Figure 1** a.) SPOT NIR values against LiDAR NIR DN values for different species combinations and reference targets. First pulse distribution for b.) Pure Sitka spruces c.) Pure lodgepole pine and d.) Sitka spruce/ lodgepole pine mixture

### 3.2 LiDAR Crown Density Measures

The growth and morphological characteristics of the conifer tree species established in this setting are different. For example, vigorous pure Sitka spruce crops form a dense forest canopy and reach canopy closure relatively early (approx 10 m). On the other hand, pure lodgepole pine or Sitka spruce/ lodgepole pine mixtures have open clumpy canopies. Figure 1 b to d shows that for Sitka spruce, lodgepole pine and species mixtures that the different canopy structures affect the distribution of the laser pulse (first pulse) through the canopy. The largest difference is observed between pure Sitka spruce and plots containing lodgepole pine. In this example, the density of the Sitka spruce canopy restricts the laser penetration to the top third of the canopy, whereas with the lodgepole and species mixture the laser penetrates almost to the ground. The distribution of laser pulses is similar for the pure lodgepole pine and the species mixture. The distribution in the pure lodgepole pine canopy is more homogenous than in the species mixture.

### 4 RESULTS

Quantitative analysis of laser intensity and measures of canopy density and height suggests that some measures are more effective at differentiating crop type than others. LiDAR intensity is the best single measure for identifying different species and species mixtures. Of all the species, Sitka spruce is the easiest to identify because of its distinctive laser height distribution (refer to Figure 1b). The most
promising variable, although not strictly a canopy density measurement is the percentage ground returns followed by the coefficient of variation. In pure lodgepole pine and Sitka spruce/ lodgepole pine mixtures, the same measures are effective, although the result is not as definitive as observed in Sitka spruce. Skewness of height and mean height are not very useful measures for discriminating between different tree species. Of all the measures assessed, mean height is the most effective for identifying wind damaged areas and areas of height variability.

![Figure 2](image.png)

**Figure 2** a.) Coefficient of variation values by crop type b.) Skewness of height by crop type c.) percentage of ground returns by crop type d.) mean canopy height by crop type.

In an effort to improve the accuracy of the species classification, all of the measures were combined in a supervised classification. The following classes were defined using a combination of the GIS compartment boundaries, SPOT and LiDAR data: (i) pure areas of Sitka spruce divided into two classes using mean height, (ii) areas of pure lodgepole pine and (iii) areas of wind damage. Non-forest areas were excluded from the classification. Two classifications were generated using the ENVI maximum likelihood classifier\(^1\) algorithm. The first classification included canopy density measures and height and the second also included LiDAR intensity channel data. Figure 3 a and b show the results for each classification with the Forestry Commission’s GIS compartment boundaries overlaid. Overall there is little difference between the two LiDAR classifications. According to the Forestry Commission’s GIS the area of pure pine area is correctly classified. In plantation mixtures the classification provides more detail than the GIS data as it not only identifies the dominant species but also maps its spatial extent.

\(^1\) Maximum likelihood classification assumes that the statistics for each class in each band are normally distributed and calculates the probability that a given pixel belongs to a specific class.
5 DISCUSSION

The objective of this paper was to assess the potential of LiDAR intensity data and crown density measures for identifying plantation mixtures and areas of variable growth. Although the study area is small (300 ha) the results strongly suggest that LiDAR data can be used to provide more than just estimates of forest height and volume. The methods developed show that in UK conifer forests species can be mapped using either LiDAR-derived crown density measures or LiDAR intensity data. Potentially, the intensity channel is more problematic to use, as the intensity is not radiometrically calibrated to a published standard. Also, for the reasons outlined in section 1 it is to be expected that intensity values will vary between different LiDAR flights. However, if the intensity of the returns is analysed in relative terms, or calibrated against another source, then it offers considerable potential for forest mapping. Filtering of the intensity data further improves the classification by removing unwanted noise after which it is possible to discriminate between different conifer species. A major limitation of the technique is in areas where topography is not constant (i.e. laser path length and footprint vary), although it appears that a more robust correction (i.e. using Luzum’s method) can be applied if the position and angle of the laser pulse is known. However, this uncertainty is removed by using all the LiDAR variables in a statistical classification. This would allow the LiDAR variables to be combined with other remotely sensed data (i.e. IKONOS, SPOT, IRS or even Radar data), which could be used to further refine the classification or to validate classifications/predictions made using other data. In addition to identifying and mapping forest species, it is also possible to map areas of anomalous growth. Such areas are best identified using the crown density measures coupled with forest height. If compared with conventional methods that use manual interpretation of aerial photography, the LiDAR-based method is more accurate because it is much easier to identify areas of wind damage and variations in height that are not necessarily depicted on the aerial photography. The methods described provide an accurate means of identifying different forest species and areas of anomalous growth. This information will improve forest yield estimation by excluding non-productive areas, identifying areas of poor growth and quantifying and mapping species composition.
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ABSTRACT

This paper describes the results of an investigation on the extraction of forest stand parameters from LIDAR data in mixed forests. As a test site served a 500 ha forest dominated by spruce, pine, oak and six other tree species. The local forest management provided GIS forest inventory data as reference. In addition over 700 trees were measured. Results show that at least a separation coniferous and deciduous forest is required to achieve good results. Therefore the usage of high resolution multispectral satellite imagery is suggested. In addition a 3D visualization based on LIDAR data is discussed.

Keywords: forest stand parameters, data fusion, laser scanning, forest attributes, landscape visualization.

1 INTRODUCTION

The potential of satellite remote sensing for the classification of forests has been demonstrated by many projects. But since optical sensors are not able to provide information on the vegetation structure below the vegetation top layer, vertical forest structure, tree heights and timber volume can hardly be assessed. Furthermore, the classification of different development stages of alpine forests is only possible with an unsatisfactory accuracy. This is particularly true in inhomogeneous forests which are typical for the alps. Also forest openings are frequently classified as deciduous forest when dense vegetation predominates in the undergrowth. To overcome the above listed shortcomings of a classification based solely on multi-spectral satellite imagery, advantage can be taken from the synergetic effects of a combined use of satellite image data such as SPOT IV and V, Quickbird or IKONOS and airborne lasercaner data providing 3D information on the forest structure. Due to the fact that laser pulses are capable to penetrate the crown or vegetation layer, information on the vertical forest structure can be derived. On the other hand parameters such as forest types or tree species can be derived from multi-spectral satellite image data.

Based on high density airborne laser scanner data single tree modelling of forest trees is possible at a high success rate (Persson 2003). Especially coniferous trees require a high laser point density since the small tree tops need to be hit by the laser pulse to achieve good results for the tree heights. If the forest has been captured with lower point densities such as one point per m² and less, the modelling of individual trees becomes rather uncertain.

Since many large areas of several 1000 km² have been captured by lasercaning in Europe at such lower laser point densities, this data can be fused with satellite imagery to extract forest parameters. Not at single tree level but at stand wise level, using the information of the laser scanner data to extract parameters like vertical forest structure, average stand heights and timber volume. This approach was investigated based on data sets from a test site located near Burgau/Austria.

2 EXTRACTION OF FOREST STAND PARAMETERS

2.1 TEST SITE

The test site Burgau for the extraction of forest stand parameters is located near Burgau in the eastern part of Austria, an area of 500 ha with sloppy terrain covered by a mixed forest. The dominant species are spruce, pine and oak, but about 6 additional species need to be considered. For this site LIDAR data, captured by Toposys, as well as a multispectral IKONOS scene were available. The local forest management provided GIS field data for 212 stands containing information on the species and the stem volume of each stand. For the investigation on the assessment of forest stand parameters like basal area, dominant height and stem number, 10 plots with 710 trees were measured additionally.
Table 1: results of the field work at test site Burgau – in total 710 trees were captured with position, height, dbh and species.

<table>
<thead>
<tr>
<th>plot nr.</th>
<th>plot size</th>
<th>dominant species</th>
<th>plot stem nr.</th>
<th>stem nr. [trees/ha]</th>
<th>basal area [m²/ha]</th>
<th>hdom [m²]</th>
<th>timber vol. [m³/ha]</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>1291</td>
<td>spruce(83%), oak(10%)</td>
<td>41</td>
<td>318</td>
<td>26,76</td>
<td>24,97</td>
<td>356,99</td>
</tr>
<tr>
<td>2</td>
<td>135</td>
<td>spruce(95%) oak(5%)</td>
<td>20</td>
<td>1481</td>
<td>27,21</td>
<td>13,04</td>
<td>241,65</td>
</tr>
<tr>
<td>3</td>
<td>1863</td>
<td>spruce(64%) pine(25%)</td>
<td>108</td>
<td>580</td>
<td>25,86</td>
<td>20,84</td>
<td>322,01</td>
</tr>
<tr>
<td>4</td>
<td>838</td>
<td>pine(45%) spruce(27%) alder(17%)</td>
<td>83</td>
<td>990</td>
<td>29,63</td>
<td>16,09</td>
<td>285,40</td>
</tr>
<tr>
<td>5</td>
<td>1356</td>
<td>spruce(42%) oak(48%) maple(6%)</td>
<td>33</td>
<td>243</td>
<td>41,13</td>
<td>23,74</td>
<td>612,47</td>
</tr>
<tr>
<td>6</td>
<td>632</td>
<td>ash(71%) oak(9%)</td>
<td>58</td>
<td>918</td>
<td>31,07</td>
<td>19,43</td>
<td>359,76</td>
</tr>
<tr>
<td>7</td>
<td>1859</td>
<td>spruce(53%) pine(37%)</td>
<td>115</td>
<td>619</td>
<td>29,61</td>
<td>21,33</td>
<td>372,62</td>
</tr>
<tr>
<td>8</td>
<td>1365</td>
<td>spruce(56%) pine(30%)</td>
<td>104</td>
<td>762</td>
<td>32,92</td>
<td>19,24</td>
<td>407,90</td>
</tr>
<tr>
<td>9</td>
<td>2763</td>
<td>spruce(55%) oak(26%) pine(16%)</td>
<td>93</td>
<td>337</td>
<td>17,87</td>
<td>19,90</td>
<td>243,74</td>
</tr>
<tr>
<td>10</td>
<td>317</td>
<td>spruce(80%) birch(11%)</td>
<td>54</td>
<td>1703</td>
<td>36,31</td>
<td>16,07</td>
<td>331,14</td>
</tr>
</tbody>
</table>

2.2 VERTICAL VEGETATION STRUCTURE ANALYSIS

To extract information on the vegetation structure for each forest stand, a subset containing the laser points of the vegetation as well as the DTM of each stand was created, based on the GIS data of the stand boundaries used by the forest management. By subtraction of the DTM from the laser points of the vegetation, normalized vegetation heights could be generated for all points. To create a waveform like height distribution that shows the different stand characteristics, all laser points of a stand were accumulated according to their height above ground. Furthermore each data set was scaled by the stand area, thus making it possible to directly compare the waveform like distribution (see table 2).

Table 2: Vertical vegetation structure from LIDAR data - the different profiles show the distribution of LIDAR hits for each sample plot. The variations between the vertical forest structures are caused by different age classes, species and growing conditions at each site. Scrub growing beneath the trees clearly shows up in the data (plot 2).
Research on LIDAR data (Naesset, 2004) summarized to a waveform like data distribution that is describing the vertical vegetation structure of a stand has shown, that these profiles contain enough information to extract parameters like timber volume and basal area. To access the information of the waveform like profile a set of parameters need to be defined which help to characterise the form. Based on these parameters different predictive models can be set up and tested by regression analysis using ground truth data.

To characterise the shapes of the LIDAR profiles of the stands/plots Means et. al (Means ed al, 1999) suggest: \( mh \) – mean canopy height; \( qmh \) – quadratic mean canopy height; \( refl \) – canopy reflectance. In addition the parameter \( hdom \) – dominant height of 95%; was used together with the first significant maxima from top described by its magnitude and height. These parameters were used before for the estimation of eucalyptus stand parameters and proved to be suitable for an accurate estimation of forest parameters (Wack 2004).

First, all stands of Burgau, regardless of their species composition, were used in a regression analyses to estimate stem volume. The correlation coefficient was 89% with a rmse value of 59. In relationship to the average stem volume of 185 m\(^3\)/ha a rather pure result. Taking into consideration that the accuracy of the field data provided by the forest management may not be very accurate, the 10 sample plots were used in a next step for a regression analyses. The results are shown in table 3.

Table 3: Results of a regression analyses for 10 mixed plots; \( mh \) = mean canopy height; \( refl \) = canopy reflectance; \( hdom \) = dominant height(95%); \( r^2 \) = correlation coefficient; \( max_a \) = number of hits at first significant maxima from top; \( max_h \) = height at first significant maxima from top

<table>
<thead>
<tr>
<th>reference parameter</th>
<th>used parameters from LIDAR data for regression analyses</th>
<th>( r^2 )</th>
<th>Rmse</th>
</tr>
</thead>
<tbody>
<tr>
<td>timber volume</td>
<td>hdom(^l), max_a, max_a_h,refl, mh</td>
<td>0.94</td>
<td>53.1</td>
</tr>
<tr>
<td>dom. height</td>
<td>hdom(^l), refl, mh</td>
<td>0.94</td>
<td>1.5</td>
</tr>
<tr>
<td>basal area</td>
<td>hdom(^l), max_a, max_a_h,refl, mh</td>
<td>0.85</td>
<td>5.7</td>
</tr>
<tr>
<td>stem nr.</td>
<td>hdom(^l),max_a, max_a_h_refl</td>
<td>0.90</td>
<td>274.4</td>
</tr>
</tbody>
</table>

Even tough the differences of the vertical forest structures at the different plots are visible (table 2) the results of the regression analyses regarding the volume did not improve significantly. Either the selected parameter set for the description of the LIDAR profiles were not suitable or the species dependent tree shapes bias the parameterisation of the profiles. To investigate the influence of the species on the result of the regression analyses the forest stands were separated into 4 stratum. Stratum I consisted of all stands with a share of over 30% on deciduous trees. Stratum II covers all stands with 100% spruce. Stratum III contains all coniferous stands and stratum IV consist of all coniferous stands where the content of spruce was lower than 50%. The results of the regression analyses are shown in table 4.

Table 4: Results of a regression analyses for the estimation of tree volume using 4 stratum;

<table>
<thead>
<tr>
<th>stratum</th>
<th>used parameters from LIDAR data for regression analyses</th>
<th>( r^2 )</th>
<th>rmse</th>
</tr>
</thead>
<tbody>
<tr>
<td>I(24 stands)</td>
<td>hdom(^l), max_a, max_a_h,refl, mh</td>
<td>0.96</td>
<td>10.5</td>
</tr>
<tr>
<td>II(16 stands)</td>
<td>hdom(^l), max_a, max_a_h,refl, mh</td>
<td>0.89</td>
<td>17.3</td>
</tr>
<tr>
<td>III(134 stands)</td>
<td>hdom(^l), max_a, max_a_h,refl, mh</td>
<td>0.95</td>
<td>24.7</td>
</tr>
<tr>
<td>IV(25 stands)</td>
<td>hdom(^l), max_a, max_a_h,refl, mh</td>
<td>0.95</td>
<td>22.9</td>
</tr>
</tbody>
</table>

In contrast to the result achieved by a regression analyses using all forest stands with an rmse of 59, an improvement could be achieved by separating the stands according to tree species. The most significant distinction to be made is the one between coniferous and deciduous trees. In a second step the separation of spruce and pine would improve the result. Since many alpine areas are covered by a spruce and larch forest a classification of those two species may be helpful. For the extraction of forest stand parameters for larger areas, e.g. entire provinces, a coverage with GIS forest information will not be available. Therefore stands have to be created be using the vertical forest structure from LIDAR data in combination with classified tree species from multispectral satellite imagery like IKONOS or SPOT V. A simple distinction between coniferous and deciduous forest will help to improve the results of the estimated forest parameters. An
additional refinement of the classification of tree species will help to further improve the quality of the stand parameters.

3 3D-VISUALIZATION OF HIGH RESOLUTION LASER SCANNER RESULTS

3.1 GEO-DATA FOR 3D-VISUALIZATION
The results of the laser scanner data have been used to produce 3D landscape models in order to achieve an impressive and easy understandable visualization of the test area. The used data was a DTM and vector information of the classified vegetation as well as vector information about streets and lakes. Furthermore artificial ecosystems based on 2D- and 3D-objects have been used.

3.2 DEVELOPMENT OF ARTIFICIAL ECOSYSTEMS
Beside the above mentioned geo-data from laser scanner and classification results virtual ecosystems had to be created. For this purpose an object library was developed, containing all necessary forms of vegetation like trees, scrub, meadows, but also textures for streets or lakes. The object library enabled the combination of particular objects and artificial ecosystems. The construction of this database, as well as the 3D visualization based on this database, was carried out using the animation software “Visual Nature Studio 2” (VNS) of the American company “3D Nature”. The building of the object library was carried out using both real 3D objects and plain 2D images (mainly vegetation photographs). Vegetation can be simulated very appropriately by 2D objects which helps to save render time. The 2D images are always rotated in an upright position towards the optical axis of the camera and by means of shading a pseudo 3D visualization is accomplished (3D Nature, 2003).

For the test area of Burgau, textures for the specific local vegetation had to be created, because the textures available in VNS were not appropriate for the visualization of the test area. Respective photos of the local vegetation were integrated into the object library. A sufficient resolution of these photos and an exact release (clear separation from the background) had to be paid attention to. Thus, objects such as firs, pines, oaks, etc. were integrated. In order to design the ecosystems in a realistic way also textures for understorey and ground were included. To be able to model an uneven ground structure more appropriately, also “Bump Mapping” was applied (Stelzl et al., 2004).

3.3 3D-VISUALIZATION ON THE BASIS OF VECTOR DATA
The classification results were stored in a GIS database which consisted of polygon objects with attributes about the distribution and age of the different species. In order to create a virtual landscape the attributes of the above mentioned polygons were connected with the objects in the library. By definition of the densities of the different species taken from the attributes in GIS realistic landscapes were created (Stelzl, Raggam, Sacherer, Almer, 2004).

In addition to the vegetation data vector information from streets and lakes were integrated and used for visualization. By applying lake effects and models for rural lanes the visualization was improved. The next figure shows a 3D-view of the test area based on the vector data and attributes:

![Figure](image.png)

**Figure**: Rendering of a virtual landscape based on vector data in GIS data base. The rendered polygon defines an area with 60% fir, 30% pine and 10% oak.
With this method a fully automatic 3D-visualization of the vegetation situation can be achieved. Every changes or planning tasks done in GIS can be visualized immediately by re-importing the changed shape-file.

4 CONCLUSIONS AND OUTLOOK

For the test site Burgau a stand wise estimation of forest parameters based on LIDAR data was carried out to investigate the suitability of such an approach within a mixed forest. The results achieved by regression analyses showed that a separation of tree species is necessary to achieve reliable results. A significant improvement can be achieved by separating coniferous and deciduous forest. A classification of additional tree species will again improve the result. Therefore a combination of LIDAR and a classified high resolution satellite multispectral imagery is suggested for the extraction of forest stands based on 3D structure and tree species. Such an approach will be tested in near future for the test site Burgau using IKONOS data. A second test site, South Tyrol (7500 km²), will soon be covered with LIDAR data and a SPOT V scene which will help to investigate the suggested approach on a larger scale.

Concerning the descript 3D visualization, an interface between the processing of airborne laser scanner data and 3D visualization was discussed.

The automation of the visualization plays a crucial role in the presentation of changes and planning tasks. By this means, an innovative tool for landscape planning and decision making is made available.
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ABSTRACT
The LiDAR (Light Detection And Ranging) Double-Sample automation system (LIDARDS) automates inventory and statistical computations for LiDAR tree height data and ground data in a stratified, double-sample inventory. The Windows based menu system provides a set of data formats and computational procedures that facilitate the rapid computation of a stratified, LiDAR-based, double-sample forest inventory. Sample tree diameters and heights from ground plots were used to obtain prediction equations for height and dbh of target trees identified on LiDAR surfaces. LiDAR heights in the Phase 1 data were allocated in a Monte Carlo simulation to species-product classes on each matching Phase 2 ground plot on the basis of percent distribution by numbers on the ground plot. Phase1 LiDAR heights were randomly allocated to encountered species classes in each stratum and used to compute numbers of trees, basal area, and volume per acre. Phase 2 tree measures of dbh and height were used to compute LiDAR estimates of basal area (ft²) and volume (ft³) by using field derived dbh-height equations to predict dbh and volume. Comma delimited text files of Phase 1 and 2 estimates of trees, basal area, and volume on a per acre basis, double-sample regression estimates and associated precision and fit statistics, and partitioned volumes for each user-defined stratum were written to text files.

Keywords: LiDAR, inventory, double-sample, computer, automation

1 INTRODUCTION
Light detection and ranging (LiDAR) is a remote sensing tool that has the potential for acquiring measurement data for inventories of standing timber. Parker and Evans (2004) used small-footprint, multi-return LiDAR (0.25 hits per m²) in a double-sample application with a ground-based forest inventory in central Idaho and achieved an un-stratified sampling error of 11.5% on mean volume per acre at a 95% level of confidence. Sampling error was defined as one-half the confidence interval on mean volume expressed as a percentage of mean volume. Parker and Glass (2004) used small-footprint, multi-return LiDAR (4 hits per m² with a footprint size of 0.122 m and 1 hit per m² with a footprint size of 0.213 m) in southeast Louisiana to achieve stratified sampling errors of 9.5% and 7.6% (95% level of confidence) on mean volume per acre with the high- and low-density LiDAR, respectively. The standard and sampling errors were not improved when the high- and low-density LiDAR surfaces were smoothed (Parker and Mitchel 2005) or when LiDAR heights were adjusted to ground values with a regression equation (Parker and Glass 2004). The double-sample models used for the LiDAR-based inventories were adapted from traditional ground-based point sampling models. The objective of this study was to develop a user-friendly, computer application of a double-sample forest inventory that allowed the user to simultaneously analyze data from two LiDAR data sets and ground data for multiple species stands.

2 METHODS

2.1 LIDAR AND FIELD INVENTORY DATA
LiDAR data sets were surfaced to produce 1st return canopy and last return digital elevation models (DEM) with 0.2 m cell sizes using a linear interpolation technique. A spatial filtering technique derived from image analysis called smoothing was used to reduce tree location errors by minimizing the abrupt elevation changes in the initial canopy surface that could be erroneously interpreted as tree locations. A 1 m² filter moved across the LiDAR canopy surface, pixel by pixel, averaged the z-values within the window, and placed the result in the center pixel (McCombs et al.2003). Tree height was interpreted as the difference between canopy and ground DEM z-values at each identified tree peak location.

Inventory design for this double-sample application involved the use of a systematic grid of circular plots 0.05 ac in size on a 52.6 ft by 330 ft grid with every 10th plot as a Phase 2 ground plot and all plots
being Phase 1 LiDAR plots. Ground data on each Phase 2 plot included tree diameter at breast height (dbh) on all trees > 4.5 in. dbh and total height, azimuth, and distance on 2 sample trees.

2.2 PHASE 2 SAMPLE TREE REGRESSION MODELS

Sample tree diameters and heights from ground plots were used to obtain prediction equations for dbh and ground height of target trees identified on the LiDAR surfaces for each of the encountered species groups. The dbh-height models used were:

\[
\text{dbh} = b_0 + b_1 [\ln(H_{gr})]^{b_2} 
\]

(1)

\[
H_{gr} = b_0 + b_1 (H_{Li})^{b_2} 
\]

(2)

where \( H_{gr} \) is measured ground height of trees identified on LiDAR plots, \( H_{Li} \) is estimated height of the same trees from LiDAR surfaces, and \( b_i \) are regression coefficients. Cubic foot volume of single trees was estimated with the equation developed by Merrifield and Foil (1967) to predict Minor’s (1950) cubic volume.

2.3 DOUBLE-SAMPLE, REGRESSION ESTIMATOR MODEL

Phase 2 tree measures of dbh and height were used to compute LiDAR estimates of basal area (ft²) and volume (ft³) by using field derived dbh-height equations to predict dbh and basal area, and using dbh and height in a standing tree volume equation to predict volume. Thus, the model used in this computer application involved per acre mean estimates of LiDAR derived basal area and volume for the double-sample model:

\[
\bar{Y}_{tr} = \bar{y} + \beta(\bar{X} + \bar{x}) 
\]

(4)

with variance:

\[
s^2_{\bar{y}_r} = \frac{s^2_{\bar{y},x}}{n_2} + \frac{s^2_y - s^2_{\bar{y},x}}{n_1} 
\]

(5)

where \( \bar{Y}_{tr} \) = linear regression estimate of mean volume per acre from double-sample, \( \bar{y} \) = mean value of volume per acre (\( y_i \)) derived from Phase 2 plots (\( n_2 \)), \( \bar{X} \) = mean LiDAR derived basal area or volume per acre from Phase 1 plots (\( n_1 \)), \( \bar{x} \) = mean LiDAR derived basal area or volume per acre (\( x_i \)) from Phase 2 plots, and \( \beta \) = linear regression slope coefficient for \( y_i \) as a function of \( x_i \) (volume or basal area).

2.4 REQUIRED DATA FILES

The computer application required Phase 1 LiDAR tree heights, Phase 2 tree data including LiDAR heights of sample trees, Phase 2 regression coefficients for the dbh-height and volume models for each species, dbh file of minimum and maximum dbh limits for each species-product combination, and strata definition of plot numbers and tree age by stratum in comma delimited formats. A user-defined data set name was prefixed to all system generated files and users may name all input data files.

**Phase 1 LiDAR tree heights** from each of up to two LiDAR data sets, where the file format is (plot#, LiDAR height).

**Phase 2 data from ground plots**, where the file format is (plot#, species code, product code, dbh, height, age, LiHds1, LiHds2) and the file name could be `PH2Tree.csv`. Height is ground measured height if the tree was a sample tree, age is tree age, and LiHds1 and LiHds2 are LiDAR heights from data sets 1 and 2, respectively. Plot trees with a dbh and height were sorted and used to obtain the regression coefficients for equations (1)-(3). Plot center was recorded with a Differential Global Positioning System (DGPS) and calculated sample tree coordinates were used on the LiDAR surfaces to locate “trees” that match the ground sample tree locations.

**Phase 2 regression coefficients** for each encountered species are listed in the comma delimited file in the equation sequence (1)-(3) and the Merrifield and Foil (1967) volume equation , where the file format was (\( b_0, b_1, b_2, b_3 \)) for all equations for each encountered species, and the file name was `Coeffic.csv`.

**DBH minimum and maximum values** for each combination of species and product class where the file format was (species code, product code, minimum dbh, maximum dbh) and file name was `DBH.csv`. 
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**Strata definition and average age** lists the stratum number, beginning and ending plot numbers that define the stratum, and average age of the stratum, if used, where the file format was (stratum#, beginning plot#, ending plot#, average age) and the file name was *Strata.csv*.

### 3 RESULTS

#### 3.1 COMPUTER APPLICATION MENU

The computer application was a Windows based menu driven system. The user must complete the menu items in sequence from steps 1 through 9. Menu items 5-9 can be executed individually or menu item 10 will execute items 5-9 in sequential order if menu items 1 through 4 have been previously fulfilled. The menu items are:

1. **Data Set:** The user enters a unique data set name that will be used as a prefix to all system generated (intermediate and output) files.

2. **User Parameters:** The user must define various parameters, conversion factors, and counts that are used by the system during the computations. These items are explained in the user manual.

3. **Phase 2 Regression Coefficients:** The regression coefficients in the *coeffic.csv* file can be entered and edited with this option or the file can be created in a spreadsheet, edited, and saved as a comma delimited text file in the data directory. The coefficients are stacked in the file by equation number and species.

4. **Assign Plots and DBH Files:** The *Strata.csv* file is a comma delimited text file containing stratum number, beginning plot number and ending plot numbers to define the stratum, and average age. The *DBH.csv* file is a comma delimited text file containing species code, product code, minimum dbh, and maximum dbh for each species-product combination.

5. **Assign Heights and Volume to Phase 2 Trees:** This was the first computation step in the system where plot totals of trees, basal area, and volumes on a per acre basis and percentages by species-product class were computed and a summary of Phase 2 ground estimates was obtained. Single tree volumes were computed for the trees in the *PH2Tree.csv* file using the volume coefficients from Merrifield and Foil’s (1967) equation in the *Coeffic.csv* file and written to the output file *PH2TreeV.csv*. Plot totals and percent distribution of numbers of trees, basal area, and volume for each species-product class were computed and results written to the text file *Ph2Plot.csv* with plot totals for all species-product classes written to the text file *PH2PlotT.csv*. A summary of species-product totals and percent distributions for the total data set was stored in a text file named *PH2Sum.csv*, which was used in menu option 9 to allocate volume estimates from the linear regression procedures to species-product classes in an unstratified and combined stratum.

6. **Iteration:** LiDAR heights in the Phase 1 data set were randomly allocated in a Monte Carlo simulation to species-product classes on each matching Phase 2 ground plot on the basis of percent distribution by numbers of trees on the ground plot. Percent distributions of trees/ac by species-product class were obtained for each Phase 2 ground plot from the *PH2Plot.csv* file and the probabilities of occurrence were computed and ordered (highest to lowest) for each species-product class. Phase 1 LiDAR heights for the same plot were obtained from the *PH1ds1.csv* or the *PH1ds2.csv* data sets. The Phase 1 heights were allocated to the species-product classes a total of “maxIteration” times and mean values were computed.

7. **Compute Phase 1 Species, N, BA and Volume:** LiDAR heights from Phase 1 data files *PH1ds1.csv* and/or *PH1ds2.csv* were randomly assigned to species classes based on the percent distribution by species (in terms of number of trees per acre) in each stratum from the Phase 2 ground plot data. As each LiDAR height from the Phase 1 data file was read from the file, a species code was "assigned" based on a random assignment to the probability distribution for the stratum. The coefficients for the "assigned" species in the *Coeffic.csv* file were used to compute adjusted ground height, dbh, basal area, and tree volume for each LiDAR height in the Phase 1 plots.

8. **Combine Phase 2 ground and LiDAR estimates:** The previous Phase 1 LiDAR and Phase 2 ground data files were combined and the results written to a text file named *Phase2.csv*. This file was used to compute the regression relationships between ground volume (yi= GVol) and LiDAR basal area or volume ((xi= LiBA or xi= LiVOl)). A comma delimited summary file of Phase 1 and Phase 2 estimates of trees, basal area, and volume on a per acre basis for each LiDAR data set was created with the name of *VolSum.txt*. 
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9. **Compute and Allocate Double-Sample Estimates**: Regression estimates were obtained for the ground volume as a linear function of LiDAR basal area and LiDAR volume for up to 2 LiDAR data sets. The double-sample, linear regression estimates of mean volume per acre were computed with volume and basal area variables in linear function (4) for each stratum and combined strata. Regression estimates of mean volume per acre were obtained for non-stratified data, for each defined stratum, and combined strata estimates. The text file `Regress.txt` has the regression slope, index of fit, linear regression volume estimate, standard error of the linear regression estimate, sampling error at the 95% level of confidence, Phase 1 and 2 means for the independent variables, numbers of plots used for Phase 1 (N1) and Phase 2 (N2) estimates, and the number of random samples (NRS) versus double-sampling (N1 and N2 plots). Index of fit was defined as the proportion of total sums of squares explained by regression or \((1 - \frac{SS_{error}}{SS_{total}})\). The combined strata estimates for volume and standard error of each model and LiDAR data set were obtained by summing the weighted stratum estimates. Estimated samples sizes for Phase 1 and 2 of the double-sample were calculated with precision statistics from the current analysis and equations from Johnson (2000). The best regression estimate in terms of lowest sampling error was selected from each of the strata (non-stratified, user defined stratum, and combined strata) estimates and used to partition the mean volume estimate to the species-product classes. The mean volume was partitioned to the species-product classes on the basis of percent distribution of basal area and volume on the Phase 2 ground plots in each stratum. Each of the text files created by the system may be manipulated with a spreadsheet or viewed and printed with menu item 11.

10. **Do Steps 5 thru 9 Consecutively**: This menu option executes menu items 5 through 9 in a sequential manner. Menu items 5-9 were the consecutive steps necessary to compute the double-sample after all input items such as regression coefficients and strata plots are defined.

11. **View Output Files**: Summary files may be viewed or printed to paper with this menu option. The summary files available for viewing or printing are:

   **Volume Sum Text File** (`VolSum.txt`): The volume sum text file is a summary from Phase 1 LiDAR and Phase 2 LiDAR and ground computations of per acre trees, basal area, and volume by species-product class for each sampling phase from menu item 8. The text file allowed the user to observe the differences and/or similarities between the Phase 1 and Phase 2 estimates of variables of interest.

   **Regression Text File** (`Regress.txt`): The regression text file contains summary data relative to the computation of linear regression, double-sample estimates of mean volume per acre and associated precision statistics for user-defined strata with double-sample model (4). The dependent variable is mean volume per acre \((\text{ft}^3/\text{ac})\) for each of two independent variables, mean LiDAR basal area per acre \((\text{ft}^2/\text{ac})\), and mean LiDAR volume per acre \((\text{ft}^3/\text{ac})\) for up to two LiDAR data sets. Results were presented in two tiers for each user-defined stratum, un-stratified combined data, and stratified combined strata. First tier results included estimates of the slope coefficient, index of fit for the regression equation, adjusted linear regression estimate of mean volume per acre, standard error of the regression estimate, correlation coefficient between the dependent and independent variables, sampling error at the 95% level of confidence, Phase 1 sample size, and Phase 2 LiDAR and ground sample sizes. The second tier of results for a stratum lists Phase 1 and Phase 2 means of the independent variables LiDAR basal area and volume and the dependent variable ground volume, coefficient of variation, and sample size estimates for simple random sampling versus Phase 1 and Phase 2 sample sizes for a double-sample. Sample sizes were computed for a double sample assuming a 10:1 cost ratio between Phase 2 and Phase 1 plots and the calculated precision statistics for the stratum (Johnson 2000). The last tier in the regression text file contains the combined strata estimates of the linear regression estimate of volume per acre and its associated standard error and sampling error (at \(\alpha=0.05\)). The regression text file allowed the user to determine sampling gains with stratification for up to two sets of LiDAR data.

   **Strata Volume Text File** (`StratVol.txt`): The strata volume text file used the “best” regression estimate in terms of lowest sampling error from each stratum at the 95% level of confidence and partitions the volume estimate into species-product classes using the average percent distribution of basal area and volume within the stratum. The strata volume text file allowed the user to see the best stratum estimate of mean volume per acre and its associated errors and the best estimates of species-product volumes.

12. **Review Instructions**: The brief instructions on data file contents and structures and output files were stored in a HTML help file and can be reviewed with menu item 12.
4 DISCUSSION

The LiDAR Double-Sample automation system automates the inventory and statistical computations for LiDAR data that have been previously processed to yield tree heights by plot and ground data that have been analyzed to yield regression coefficients for tree dbh and height relationships. Surfacing raw LiDAR data to produce a canopy and ground surface, interpreting the canopy surface for tree locations, and obtaining tree heights by plot location (McCombs et al. 2003) is an enormous task and this automation system does nothing to reduce the work load on the LiDAR data side of the process. It does, however, provide a set of data formats and computational procedures that facilitate the rapid computation of a LiDAR-based double-sample forest inventory. The LIDARDS system allows the user to set the number of iterations for the Monte Carlo simulation of species-product distribution on Phase 2 plots and whether to adjust LiDAR heights to ground heights with equation (3) before estimating dbh with equation (1). Parker and Glass (2004) and Parker and Mitchel (2005) found the LiDAR height to ground height adjustment process for high- and low-density LiDAR on smoothed and unsmoothed surfaces increased the sampling error of the volume estimates. By turning the “height adjustment” procedure on and off, the user can determine the effects of adjusting LiDAR height to ground height for each data set. The LiDAR Double-Sample automation system assumes the user can manipulate the raw data in spreadsheet software and save required data files in a comma delimited, text format. The LIDARDS system also assumes the user has an appropriate regression package that can produce the coefficients for the required tree dbh-height equations (1)-(3) from the ground data. An inherent disadvantage to the current system is the fixed models for the tree equations. Future versions of the LIDARDS system will offer other dbh-height models.
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ABSTRACT

The limited availability of ground sample plots in Canadian northern regions requires a greater dependency
of biomass mapping methods on modeling and remote sensing. We have developed and tested a method to
map above-ground biomass of black spruce (\textit{Picea mariana}) stands in northeastern boreal regions of
Canada using high resolution satellite images. The method relies on QuickBird images transformed into
biomass maps through image processing algorithms using the shadow fraction of tree crowns (SF). Three
images provided test sites in diversified areas. A bitmap layer comprising the tree shadow was derived
from the images. SF was calculated from the fraction of shadow area over the total area of reference
square areas of fixed dimension overlaid on 108 ground sample plots (GSP). A linear regression was
applied between GSP biomass and SF. The regressions for each of the test sites produced R\(^2\), RMSE and
bias in the range of 85 to 88\% (except one case at 44\%), 14 to 18 t/ha and -3 to 8 t/ha, respectively. As
statistical tests showed that there is no evidence that the 3 sites regressions are different, a global
regression was calculated with all GSPs and produced R\(^2\), RMSE and bias of 82\%, 15.3 t/ha and 4.2 t/ha
respectively. Generalization of these results to extended areas of the boreal forest remains to be assessed in
more details. However, the method appears to be an efficient mean to map biomass of black spruce stands
in Canadian northern boreal forests.

Keywords: remote sensing, mapping, biomass, subarctic forest, black spruce, QuickBird, shadow fraction.

1 INTRODUCTION

The importance of carbon balance accounting related to climate change and increasing pressure for forest
exploitation in the northern boreal forests of Canada has led to a demand for better estimates of total
above-ground tree biomass at the stand level (hereafter referred to as biomass) and related carbon stocks.
Unfortunately, the number of ground sample plots (GSP) in northern Canada is very small. Furthermore,
GSP are very expensive to establish in northern regions due to the remoteness and lack of infrastructure.
On the other hand, northern forests cover huge areas and are relatively homogenous in terms of species
composition and structure. For instance, the boreal and taiga forests of eastern Canada, north of the 49\textdegree
parallel in Quebec and Labrador, are largely dominated by black spruce (\textit{Picea mariana}) stands. This
context requires the development and use of satellite remote sensing methods to map biomass and calculate
carbon stocks. Therefore, we investigated the usefulness of QuickBird (QB) high-resolution spatial
imagery (HSRI) to provide biomass maps as surrogates to GSP.

Segmentation of HSRI has been used successfully to assess timber volume (Pekkarinen, 2002) and to
identify land cover units in ecology (Lobo, 1997). Peddle and Johnson (2000), Peddle \textit{et al.} (2001) and
Seed and King (2003) found significant statistical relationships between tree shadow fraction (SF) and
biomass or leaf area index of boreal forest stands. This relationship has been explained in large part by a
model using spectral mixture analysis (Peddle and Johnson, 2000; Peddle \textit{et al.}, 2001). The results of these
studies suggest that SF may be a suitable variable for estimating biomass, provided that a reliable image
processing algorithm to measure SF can be developed.

The goal of this study was to develop and test a SF-based method to map biomass of northern black
spruce stands which can be applied to HSRI. The method provided biomass maps, which were
subsequently used as surrogate GSPs to scale up biomass at the regional scale (Guindon \textit{et al.}, 2005). This
study was conducted in the larger context of the Earth Observation for Sustainable Development of Forests
(EOSD) project whose goal is to map the forest biomass of Canada using Landsat imagery (Luther et al. 2002).

2 TEST SITES AND DATA

Three test sites were selected within the eastern taiga shield and boreal shield ecozones (Fig. 1). The sites are near the towns of Chibougamau (CH) and Radisson (RA) in Quebec, and Wabush (WA) in Labrador. Their location and extent provided a good sample for the spatial variability of biomass range and forest stand conditions typical of northeastern boreal forests in Canada. Forest stands in the test sites were largely composed of black spruce (*Picea mariana*) with the presence of a few other species like jack pine (*Pinus banksiana*) (Rowe, 1972). The understory of the black spruce stands was generally covered by lichen, moss and shrub in various proportions. Topography was flat or gently rolling.

The spatial extent of each test site corresponded to the coverage of a single QB image (Table 1). A total of 108 circular GSP (400m²) dominated by black spruce (basal area > 75%) were established between 2002 and 2004 across the three test sites (31 in CH, 49 in RA, and 28 in WA) using a stratified semi-random sampling design. The position of each GSP was calculated from differential GPS with a precision better than 5m. Plots measurement followed the methods of the Canadian National Forest Inventory (Gillis, 2001). For a given GSP, the diameter at breast height (DBH) was measured for all trees (DBH > 5cm) and in a 4m sub-plot for seedlings (DBH < 5cm). Above-ground, oven-dry biomass of each tree (kg) including seedlings was estimated from DBH using the allometric equation developed by Ouellet (1983). Plot-level biomass, obtained by summing biomass values of all trees in the GSP, ranged from 4.8 t/ha to 163.0 t/ha with a mean value of 50.0 t/ha. Crown closure and mean height was also measured for each GSP with values ranging from 5 to 85% and 0 to 18m.

Table 1. QB image acquisition parameters for each test site

<table>
<thead>
<tr>
<th>CH</th>
<th>RA</th>
<th>WA</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Date, local time</strong></td>
<td>07/10/2003, 10:43</td>
<td>08/12/2003, 10:57</td>
</tr>
<tr>
<td><strong>Sun elevation / azimuth (°)</strong></td>
<td>58.6 / 143.2</td>
<td>49.0 / 152.9</td>
</tr>
<tr>
<td><strong>Sensor elevation / azimuth (°)</strong></td>
<td>78.5 / 96.4</td>
<td>76.7 / 172.3</td>
</tr>
<tr>
<td><strong>Coverage (km²)</strong></td>
<td>147</td>
<td>93</td>
</tr>
</tbody>
</table>

QB panchromatic (PAN) and multispectral (MS) images were acquired under clear-sky conditions with similar sun/sensor-viewing geometry for each test site and during the growing season in 2002 or 2003 (Table 1). Each QB image was geometrically corrected using at least 12 ground control points accurate within 5m. A first order polynomial resulted in an average positional RMSE of 10m. Since results achieved with both the PAN and MS-pansharpened bands were similar (Leboeuf, 2005), here we report only on the results obtained using the PAN band (400-900nm) (subsection seen in Fig. 2a).
3 METHOD

The development of a method to estimate stand biomass from SF was divided into four separate sets of procedures that were designed to: (1) estimate SF values for GSPs from HRSI, (2) generate regression functions between GSP biomass and SF values for each test site, (3) calculate a global regression function for all sites and (4) map biomass as a grid layer for each site. The first set of procedures involved four steps. First, each HRSI was segmented with eCognition software (Definiens, 2002). Five scale factors were tested: 0, 5, 10, 20, and 40, whereby a scale of 0 implies no segmentation and an increasing scale factor produced objects of higher dimension (i.e. larger clusters of pixels). A tree shadow (TS) bitmap layer was generated from the segmented HSRI using the mean radiance value of pixels or objects and an image-specific threshold. The image threshold was determined by visual comparison of the threshold image with an enhanced image of the HRSI. Reference squares of fixed size were aligned on the 108 GSPs and provided a reference area from which SF (shadow area / reference square area) was calculated (Fig. 2b). Five sizes of squares were tested: 10, 30, 60, and 90m. Finally, SF values were geometrically normalized to a common sun-terrain-sensor viewing geometry to reduce variability associated with various image acquisition parameters.

A linear regression relationship was then established between GSP biomass and normalized SF for each of the three test sites. The regressions were calculated using a 70% random selection of GSP (GSPcal) and adjusted R² values were reported. The remaining 30% GSP (GSPval) were used to calculate error statistics: RMSE and bias. For each test site, linear regressions were calculated for each of the 20 potential configurations: five segmentation scale factors, four reference square sizes, and a constant image-specific classification threshold. The optimal configuration was identified as the one which maximised the R², minimized RMSE and bias, while meeting practical considerations.

A weighted analysis of covariance was performed to assess if the relationships described by the regression equations for each test site were functionally the same. The residual normality was tested with Shapiro-Wilk test and the homogeneity of its variance was tested with residual graphics. The Fisher test was used to evaluate the coincidence and parallelism hypothesis with a threshold of g=0.05 (Milton and Arnold, 2003) using GSPcal data set. If no evidence was found that the three regressions were significantly different from each other, a global regression was calculated with a pooled dataset of all GSPcal. Evaluation of these regressions relationship used the pooled dataset of GSPval.

Finally, mapping biomass over the extent of each HRSI involved the derivation of an optimal TS bitmap layer using the optimal segmentation scale parameter and threshold. Post-classification was used to remove false TS such as water bodies having similar low radiance values. Then, for each cell of a grid layer where the cell size was given by the optimal reference square size, we calculated SF, normalized it and estimated biomass using the global regression equation. The resulting map was a grid layer where each cell with its biomass value can be used as a surrogate to traditional GSP. We assessed overall the precision of the three maps using the pooled GSPval dataset.

4 RESULTS

A range of small scale parameters (0 to 10) and reference square sizes (10 to 30m) provided the best statistical results and were similar within these parameter ranges. Therefore, a segmentation scale parameter of 0 and a square size of 30m were selected as the optimal input parameters, considering the following practical considerations: (i) ease of application and short processing time of a pixel-based threshold approach and (ii) estimation done at the resolution of Landsat imagery appropriate for stand-level mapping and further biomass scaling-up at the regional scale using Landsat imagery. The three site-specific linear regressions Bio = a + b*SF with optimal input parameters are shown in Fig. 3a (dotted lines) with related statistics reported in Table 2. High R² values were obtained (85-88%) except for WA site (44%). This poorer result was partly explained by the more rugged relief, resulting in higher GSP-HRSI co-registration errors and additional variance of the SF values. Error statistics were similar between the three sites, with RMSE ranging from 14 to 18 t/ha and absolute bias value below 7.5 t/ha. There was no evidence that the three linear regressions were different (F=0.89 (p-value=0.41) for the slope and F=2.14 (p-value=0.12) for the intercept). The global regression using a pooled dataset of all GSPcal (Fig. 3a) resulted in a RMSE value of 15.29 t/ha, providing a relative error of about 20%, and a low bias of 4.18 t/ha. Biomass estimated by the global regression equation corresponded well with biomass measured at GSP for the full range of conditions sampled (Fig. 3b).
Figure 3. A) Linear regressions calibrated using 76 GSP\textsubscript{cal} (dotted lines: local regressions; thick line: global regression), B) estimated vs GSP biomass using remaining 32 GSP\textsubscript{val}.

Table 2. Local and global linear regressions with intersect a and slope b, and statistics from GSP\textsubscript{cal} and GSP\textsubscript{val}

<table>
<thead>
<tr>
<th>GSP set</th>
<th>Nb GSP\textsubscript{cal}</th>
<th>a</th>
<th>b</th>
<th>Adj. R\textsuperscript{2}</th>
<th>Nb GSP\textsubscript{val}</th>
<th>RMSE</th>
<th>BIAS</th>
</tr>
</thead>
<tbody>
<tr>
<td>CH</td>
<td>22</td>
<td>1.94</td>
<td>211.89</td>
<td>88 %</td>
<td>9</td>
<td>17.30</td>
<td>-2.50</td>
</tr>
<tr>
<td>RA</td>
<td>35</td>
<td>6.57</td>
<td>238.92</td>
<td>85 %</td>
<td>14</td>
<td>14.46</td>
<td>6.47</td>
</tr>
<tr>
<td>WA</td>
<td>19</td>
<td>16.19</td>
<td>177.40</td>
<td>44 %</td>
<td>9</td>
<td>14.39</td>
<td>7.31</td>
</tr>
<tr>
<td>Pooled</td>
<td>76</td>
<td>7.36</td>
<td>215.13</td>
<td>82 %</td>
<td>32</td>
<td>15.29</td>
<td>4.18</td>
</tr>
</tbody>
</table>

Assessment of the maps generated for the three test sites using the GSP\textsubscript{val} pooled dataset provided an overall RMSE of 9.97 t/ha and a bias of 4.66 t/ha (Biomass map for Radisson in Fig. 4). Despite the low number of GSP used to validate the maps, biomass values were spatially consistent considering the strong influence of drainage and topography on forest biomass which is well reflected in the map (high biomass in valleys, low biomass in wetlands and on dry hill tops). In addition, mapped biomass values were consistent and close to zero over non-forested areas (shrublands, bare soils). However, water bodies of all sizes had to be masked out carefully through post-classification to avoid estimating biomass over them.

Figure 4. Biomass map derived from shadow fraction for Radisson test-site with GSP overlaid.

Several factors that may have contributed to the residual sources of variance between SF and biomass estimates and the reliability of the biomass mapping method were explored. For example, our analysis showed that the method can tolerate a large range of threshold values for each HRSI without increasing significantly the variance of SF. Preliminary statistical tests study showed that stratification based on understory type did not reduce significantly the variance of the resulting biomass. However, further investigation of the impact of understory type may be warranted given the highly variable combination of lichen, moss and shrub in black spruce stands. Geometric normalization taking into account the variability in sun-terrain-sensor viewing geometry was shown to be important for generalisation of the method across the three test sites. In particular, normalization for the variable sun elevation angle between HRSI acquisitions reduced significantly the variance of resulting biomass values. However, normalization of terrain effects were not addressed due to low slope and aspect angles for all GSP and for most test sites.
5 CONCLUSIONS AND PERSPECTIVES

We successfully developed and tested a SF-based method to estimate and map stand biomass of black spruce stands dominating the northeastern subarctic forests of Canada. This approach relied on normalized SF estimated from HRSI and used a pixel-based threshold approach. SF was then used as an independent variable in a global regression equation relating biomass to shadow fraction with a $R^2$ value of 82%. The sole use of the QB PAN band makes the method simple and cost effective relative to other approaches using HRSI. The method proved to be efficient to estimate biomass for: black spruce stands associated with lichen or moss; a range of biomass from 0 to 170 t/ha; and stand density and height up to 85% and 18m, respectively. Future work will assess further the validity domain of the method: (i) over a larger range of stand conditions (species composition, biomass range, understory type) and relief situations; (ii) using different HRSI types and related acquisition parameters; and (iii) for estimating other inventory attributes of interest.
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ABSTRACT

Mapping forest biomass of the subarctic region of Canada is important for inventory and reporting purposes. However, the limited availability of ground sample plots (GSP) in huge and remote regions requires mapping methods with greater dependence on modeling and remote sensing. We developed and tested a method to map the biomass of black spruce (*Picea mariana*) stands of Canadian subarctic forest using GSP, satellite sample plots (SSP) derived from QuickBird imagery, and Landsat Thematic Mapper imagery. Local scale biomass was mapped using three QuickBird panchromatic images and a global regression model of aboveground biomass as a function of shadow fraction (SF) of the images (reported in Beaudoin et al. 2005). Herein, the QuickBird-derived biomass maps provided surrogates to traditional GSP for mapping biomass at the regional scale. Biomass grid cells of the local-scale maps were randomly sampled (n=600) and the K nearest neighbour (KNN) method was applied to the full extents of three Landsat images, representing three test sites. RMSE and bias were calculated using (i) GSP to estimate the combined error of scaling from the plot to the regional level and (ii) SSP to estimate the scaling error from application of the local biomass maps to the regional level. The RMSE of the regional scale biomass maps ranged from 10.1 to 19.6 t/ha with an overall RMSE of 17.2 t/ha based on the GSP. Bias estimates were only slightly positive with an overall bias of 2.8 t/ha for the three test sites. Overall, the scaling up method produced good estimates of biomass over the three test sites with very low biases and relative errors in the order of 20-30% depending on the test-site. Further developments will consider extension of the method across large areas of Canadian subarctic forests.

Key words: remote sensing, subarctic forests, biomass, Landsat, KNN, shadow fraction.

1 INTRODUCTION

The importance of carbon accounting in relation to climate change and the pressure of forest exploitation in northern boreal forests of Canada have led to an increased demand for estimates of the above-ground biomass and carbon stocks. Northern boreal forests in Canada cover about 4 billion km² across five eozones. These forests are relatively homogenous in terms of species composition and structure, yet largely non-inventoried with limited accessibility. This context requires the development and use of satellite remote sensing methods to map biomass and calculate carbon stocks.

A variety of approaches exist to map biomass using Landsat imagery (Fazakas et al., 1999; Fournier et al., 2003; Hall et al., 1997; Pilger et al., 2002). In particular, the K-Nearest Neighbours (KNN) method is a non-parametric method that has been used extensively in the Scandinavian boreal forest context (Fazakas et al., 1999; Reese et al., 2002). KNN, as many other methods, requires ground sample plots (GSP) representing the full range of forest conditions found within the mapping extent. When a good representation of ground sample plots exists, this method has performed well for biomass estimation. However, in the absence of a consistent network of GSP in northern regions of Canada, an alternative approach for implementation of the KNN is required.

In earlier work, we mapped biomass at a local scale using QuickBird (QB) high resolution spaceborne imagery (HRSI) with a shadow fraction (SF) based approach (Beaudoin et al., 2005). This effort provided local scale biomass maps from QB images. In this paper we report on the use of Satellite Sample Plots (SSP) derived from QB biomass maps to test and implement the KNN method at a regional scale for mapping the biomass of northern black spruce (*Picea mariana*) stands. This study was conducted in the larger context of the Earth Observation for Sustainable Development of Forests (EOSD) project whose...
goal is to map the forest biomass of Canada using Landsat imagery (Luther et al. 2002; Labrecque et al., submitted) and the Ecoleap project (Bernier et al. 2000; Ung et al. 2002).

2 TEST SITES AND DATA

Application of the KNN method using SSP derived from QB HRSI for regional scale biomass mapping was developed and tested over 3 test sites in Northern Canada (Fig. 1). The test sites (Chibougamau: CH; Radisson: RA; Wabush: WA) were located within two subarctic ecozones in the eastern taiga shield and the boreal shield (Quebec and Labrador). The sites were selected to cover a wide biomass range and represent the dominant stand conditions of Northeastern boreal forests.

Each site was imaged by a QB HRSI nested in a L7 image. Each QB and L7 image pair was acquired under clear-sky conditions during the growing season between 1999 and 2003, except for one L7 image acquired in the Fall (Table 1). In each case, the coverage of the QB images (50-100 km²) was selected to optimize the representativeness of forest stands relative to those within the L7 coverage (34,000 km²). This was done by comparing the relative spatial occurrence (%) of five coniferous classes having different range of crown closure (CC) values (very sparse: 0-10%; sparse: 10-25%; open: 25-60%; dense: 60+%; treed bogs) provided by a land cover map derived from the L7 image using the ECM classification method (Beaubien et al., 1999). The location of QB images provided relative occurrences of those forest classes always within 15% and most of the time within 10% of the class occurrences within the L7 extent.

Each QB image was geometrically corrected with a 1st order polynomial and a resulting average positional RMSE (root mean square error) of 10m. Each panchromatic (PAN) band was transformed to local scale biomass maps using a global regression relationship established between biomass measured at each GSP plot and the shadow fraction extracted from each QB image (Beaudoin et al., 2005). Finally, each L7 scene was orthorectified with a resulting positional RMSE in the order of 15-20m and transformed into top-of-atmosphere reflectance.

3 METHOD

For each test site, we randomly sampled each local scale QB biomass map made to obtain N SSP used as a training set (SSPₖₜₜ) in the following KNN equation:

\[ BIO_k^{\text{knn}} = \frac{\sum_{k=1}^{K} W_k BIO_{ssp_k}}{\sum_{k=1}^{K} W_k} \text{ for } k \neq i \]

where \(W_k\) is the weighting coefficient, \(d_i^j\) is the spectral Euclidian distance to which is applied a \(j\) power value. Biomass estimated using KNN is therefore an average of biomass values from the SSP which are spectrally the nearest from the considered Landsat pixel, where \(j = 0\) results in a simple average and \(j = 1\) or \(j = 2\) provides an average weighted to the \(1^\text{st}\) or \(2^\text{nd}\) power of the inverse of the spectral distance.

Various combinations of \(N, K, j\) were tested within the following ranges: (i) \(K = 1\) to \(20\), (ii) \(j = 0, 1\) or \(2\), (iii) \(N = 100, 300\) and \(600\). Each combination was tested with or without a coniferous forest mask to
remove non-coniferous pixels, considering that the method was being developed for coniferous forests dominated by black spruce. In all cases, we removed SSP with high surrounding spectral variability to account for co-registration errors between the QB biomass map and the L7 image. This was accomplished using a threshold applied on the L7 near infrared band 3x3 variance. For each combination of input parameters, Eq. 1 was applied to all Landsat 30m pixels within the extent of the QB coverage, providing a biomass grid layer where each 30m cell had its biomass estimate given by the KNN method, \( \text{BIO}_{knn} \).

RMSE and bias were calculated using: (i) a 30% GSP\(_{\text{val}}\) set to estimate the combined error of scaling from the plot to the regional level, and (ii) the full SSP dataset to estimate the scaling error from application of the local biomass maps to the regional level. Finally, we selected the combination of input parameters minimizing RMSE and bias to produce a final biomass map. \( \text{BIO}_{knn} \) statistics (mean and standard deviation) were reported for five coniferous classes of different CC ranges.

### 4 RESULTS AND DISCUSSION

Concerning the optimal set of KNN input parameters, it was found that (i) the statistics were systematically stabilized for \( K > 10 \), (ii) the number of SSP\(_{\text{val}}\) was optimal around 600 but with a small improvement compared to 100 to 300, (iii) the power of the weighting coefficient \( j \) had no significant impact and (iv) the use of a coniferous stratification mask provided slightly poorer results than without using it. In the following, we report results using \( N = 600, K=15, j=1 \) and no coniferous mask.

Fig. 2 reports \( \text{BIO}_{knn} \) and \( \text{BIO}_{ssp} \) estimates compared to reference \( \text{BIO}_{gsp} \) values for each test site. Good agreement was found between \( \text{BIO}_{knn} \) and \( \text{BIO}_{gsp} \) (R\(^2\)=80%) with a slight under-estimation and increased variance at the higher end of the biomass range. Moreover, regional \( \text{BIO}_{knn} \) estimates were only slightly more scattered than local \( \text{BIO}_{ssp} \) estimates.

RMSE and bias measures of \( \text{BIO}_{knn} \) based on plot-level \( \text{BIO}_{gsp} \) are reported in Table 2a, including those for \( \text{BIO}_{ssp} \) (Beaudoin et al., 2005) for comparison purpose. RMSE values were lowest for the WA site (10.1 t/ha) and highest for the CH site (18.9 t/ha) with an overall RMSE of 17.2 t/ha, which provided a relative error of about 20-30% depending on the site. Bias was less than 5 t/ha for all sites. Estimation errors for \( \text{BIO}_{ssp} \) are only slightly lower overall (15.3 t/ha), suggesting that the KNN method did not bring significant additional errors in the regional estimates compared to the local ones. Overall bias estimates are slightly higher for the local compared to the regional estimates (4.2 and 2.8 t/ha, respectively). Table 2b reports RMSE and bias for \( \text{BIO}_{knn} \) based on the large set of \( \text{BIO}_{ssp} \) (all cells of the QB biomass map) to report the errors only due to the local to regional scaling-up. RSME values are comparable to those of the local scale maps validated with the GSP (13.8 and 13.3 t/ha, respectively). Bias tends toward 0 as the number of SSP samples increases and is consistent with observations reported by Fazakas et al. (1999).

Mean and standard-deviation of mapped \( \text{BIO}_{knn} \) values within each coniferous cover class exhibited the expected biomass increase with increasing CC (Fig. 3). The 60-100 % CC class in Chibougamau showed a higher estimated biomass range compared to other sites because of denser stands more present in this southern site. Over-estimation was found in (i) some bogs or along lake shores but represent a small fraction of the test sites and (ii) on steep slopes opposite to the sun.

Overall, the scaling up method produced good estimates of biomass over the three test sites with very low biases and relative errors of the order of 20-30% depending on test-site. A source of error was due to
co-registration errors between the QB and L7 images, as the outlier \(BIO_{knn}\) estimates were generally those for GSP located in sparse coniferous forests with highly variable understory (lichen, shrubs). Therefore, heterogeneous pixels should be excluded from the SSP training set. In addition, terrain radiometric normalization could be tested to account for slope effects. Significant acquisition lag between the QB and L7 acquisition may have caused some problems due to land cover changes (fires, logging, insect). Overall, it was found that application of the KNN method using SSP was unbiased and \(BIO_{knn}\) estimates reflected random and systematic errors brought by the SF approach applied to the QB image (Beaudoin et al., 2005). Above all these variance sources, a critical aspect is the representativeness of small QB samples within the extent of the Landsat scene, which will need further investigation towards applying this scaling-up method across large areas of Canadian subarctic forests.

Table 2a: Errors for \(BIO_{ssp}\) using GSP\(_{val}\) datasets, including \(BIO_{knn}\) for comparison

<table>
<thead>
<tr>
<th>SITE</th>
<th>Nb GSP(_{val})</th>
<th>(BIO_{knn})</th>
<th>(BIO_{ssp})</th>
<th>(BIO_{knn})</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>RMSE (t/ha)</td>
<td>Bias (t/ha)</td>
<td>RMSE (t/ha)</td>
<td>Bias (t/ha)</td>
</tr>
<tr>
<td>CH</td>
<td>9 18.9</td>
<td>0.7</td>
<td>17.3</td>
<td>-2.5</td>
</tr>
<tr>
<td>RA</td>
<td>14 19.6</td>
<td>4.7</td>
<td>14.5</td>
<td>6.5</td>
</tr>
<tr>
<td>WA</td>
<td>9 10.1</td>
<td>2.0</td>
<td>14.4</td>
<td>7.3</td>
</tr>
<tr>
<td>ALL</td>
<td>32 17.2</td>
<td>2.8</td>
<td>15.3</td>
<td>4.2</td>
</tr>
</tbody>
</table>

Table 2b: Errors for \(BIO_{knn}\) using SSP\(_{val}\) datasets

<table>
<thead>
<tr>
<th>SITE</th>
<th>Nb SSP(_{val})</th>
<th>RMSE (t/ha)</th>
<th>Bias (t/ha)</th>
</tr>
</thead>
<tbody>
<tr>
<td>CH</td>
<td>95 749</td>
<td>13.3</td>
<td>0.6</td>
</tr>
<tr>
<td>RA</td>
<td>104 244</td>
<td>9.1</td>
<td>0.1</td>
</tr>
<tr>
<td>WA</td>
<td>62 969</td>
<td>19.6</td>
<td>0.2</td>
</tr>
<tr>
<td>ALL</td>
<td>262 962</td>
<td>13.75</td>
<td>0.31</td>
</tr>
</tbody>
</table>

Figure 3: \(BIO_{knn}\) (mean ± 1 std) for each test site within each coniferous class of various CC ranges (tdb = treed bog).

5 CONCLUSION

The application of Quickbird-based SSPs to implement the KNN method on Landsat images resulted in biomass estimates with overall RMSE and bias estimates of 17.2 and 2.8 t/ha respectively. These errors were similar to those of applying biomass equation based on tree shadow fraction of Quickbird image to produce local scale maps. Future development will expand the method across northern Canada based on a stratified sampling design, using a network of representative QB HRSI samples scattered within a normalized mosaic of Landsat images for all the subarctic forest.
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ABSTRACT

Monitoring growth patterns over large forest estates using field survey methods is a time-consuming and costly exercise. This study paper evaluates remotely sensed data to help monitor changes in Sitka spruce (Picea sitchensis) plantations in Britain using satellite and airborne laser scanning imagery. The results demonstrate that low-cost satellite image data from the Landsat Enhanced Thematic Mapper (ETM+) sensor can be used to predict and map forest height and basal area characteristics with a good level of accuracy for young crops. Regression analysis of contemporaneous remote sensing data and ground based forest structural measurements is used to predict height and basal area. These models can be applied to any radiometrically normalised image of the same area to give a quantitative description of observed growth in young crops between successive images. This helps to identify and quantify areas of anomalous growth. High resolution airborne laser scanner imagery gives excellent estimation of forest characteristics but is very expensive. These data can, however, be used both to complement field measurements to improve predictions from Landsat data and to assess their quality. We conclude that retrieval of forest structure information is best achieved by the integration of satellite, airborne and ground-based measurements.

Keywords: Monitoring change, forest height estimates, Landsat, LiDAR,

1. INTRODUCTION

The ability to monitor change in woodland at regular intervals and in a cost-effective manner is becoming increasingly important for forest planners and environmental managers. Many studies have tried to quantify change in forest area, such as mapping the extent of clear-cutting, a few have tried to identify change on the basis of forest or ecological type, but very few have tried to relate change to a forest structural attribute. We describe a methodology for making rapid and low-cost assessment of Sitka spruce plantations which could be used to assist foresters check that plantations have established successfully and that growers have complied with the levels of stocking required by woodland grant schemes. Quantitative change models could also provide scientists and environmental managers with a wealth of with statistical data on forest structure that would otherwise be expensive and difficult to obtain.

Several scientific publications discuss the problems associated with deriving accurate information from multi-temporal remote sensed data (e.g. Hall et al. 1991, Olsson 1995). Examples of unwanted effects that may impact upon any change analysis include atmospheric effects, differences in illumination and observation angles, and drift in sensor radiometric quality over time. Furthermore, many of the image processing techniques used for change analysis assume that data is acquired by the same sensor, otherwise inter-sensor calibration issues must also be taken into account. Change analysis normally follows one of three paths, (1) data are corrected to physical units and atmospheric effects are removed, (2) data are radiometrically normalised to a relative radiometric scale using reference targets in an image whose reflectance is constant through time, and (3) classification of image into discrete land cover elements (say) which are then compared.

Correction of data to absolute physical units (1) is usually difficult to achieve except with active sensors such as Light Detection And Ranging (LiDAR) and interferometric Synthetic Aperture Radar (SAR) systems. With passive optical sensors it is difficult to collect data on atmospheric scattering and attenuation to allow absolute retrieval of surface reflectance. Image classification uses statistical information unique to each image to segment the data into discrete classes. Apart from problems of cloud or haze obscuring parts of an image, atmospheric or radiometric correction is not required for change analysis using classified images. However, the level of detail that can be extracted from a set of discrete classes is often very limited. Change analysis based or radiometrically normalised imaged (2) appears attractive because it does not require sensor calibration or atmospheric correction. The difficulty with this approach is the
subjectivity with which spectrally invariant targets are identified in multi-temporal images of the same area (Du et al. 2004).

While active systems such as LiDAR which make precise physical measurements offer considerable potential for forest change monitoring (Lefsky et al. 1999, Nilsson 1996), these are often impractical in terms of cost for large area survey. Furthermore, even these systems need to be validated against accurate ground based observations of forestry applications and they are expensive to acquire compared with optical satellite imagery. In this study we try to get the best of both worlds by evaluating radiometrically normalised low-cost satellite image data from the Landsat Thematic Mapper (TM) and Enhanced Thematic Mapper (ETM+) sensors with high-cost (and high quality) airborne LiDAR data and measurements from ground based sample plots.

The objective of this study is to evaluate the quality of quantitative predictions of forest change using low-cost satellite image data.

2. MATERIALS AND METHODS

2.1 STUDY AREA

The forest stands used in this study are located in Kielder Forest District, northern England and form part of the forest estate managed by the UK Forestry Commission. In these areas Sitka spruce is the dominant crop and in the Atlantic maritime climate of the UK it is a fast growing tree that is tolerant of acid and waterlogged soils. The topography consists of low undulating hills with an altitude range of 210 to 390 metres. Planting occurs on land with a mean altitude of 290 metres and a mean slope angle of 5.5°. The initial density of the plantation usually exceeds 2,500 trees per hectare (a spacing of 2x2 metres between trees and rows). These plantations are almost never thinned and so closure of the forest canopy normally occurs between 14 and 20 years after planting.

2.2 DATA

Landsat 5 TM and Landsat 7 ETM+ sensor data were used in this study because these sensors have short wave infrared (SWIR) spectral bands that correlate well with forest structural variables. The satellite data used is summarised in Table 1. The LiDAR data used in this study was acquired by the UK Environment Agency using an Optech ALTM 2033 sensor with a 1064 nm laser pulse. Part of Kielder forest was flown on 28th March 2003 at a resolution of approximately 2 points per m². Ground survey plots were selected from an analysis of the Forest Commission’s sub-compartment database that contains information on species, planting date, soil type and expected yield among other variables. All data have been geo-referenced and integrated into a GIS (Geographic Information System). Ground survey plot and individual tree locations were determined using a Leica Series 300 differential GPS.

Table 1: Summary of imagery used

<table>
<thead>
<tr>
<th>Sensor</th>
<th>Date</th>
<th>Resolution (m)</th>
<th>Quality</th>
</tr>
</thead>
<tbody>
<tr>
<td>Landsat TM</td>
<td>05/7/2000</td>
<td>30</td>
<td>Cloud-free</td>
</tr>
<tr>
<td>Landsat ETM+</td>
<td>02/9/2002</td>
<td>30</td>
<td>Cloud-free</td>
</tr>
<tr>
<td>Landsat ETM+</td>
<td>01/3/2003</td>
<td>30</td>
<td>Cloud</td>
</tr>
<tr>
<td>LiDAR</td>
<td>28/03/2003</td>
<td>Density 2 hits/m²</td>
<td></td>
</tr>
</tbody>
</table>

3 METHODOLOGY

The LiDAR imagery is geometrically corrected as part of the post-processing procedure using differential GPS data. The geometric correction of the Landsat used 59 ground control points to project the image to the British National Grid using an affine transformation. The Root Mean Square Error was 0.86 pixels (approx. 24 m) for the Landsat ETM+. Previous studies using satellite imagery have shown that the Landsat TM and ETM+ sensor data acquired under good atmospheric conditions is of sufficiently high quality to differentiate forest stands of varying species, volume or health characteristics (Ardo 1992; Danson and Curran 1993; Dewulf et al. 1990; Puhr and Donoghue 2000). The raw digital image data used were Landsat TM level 1B and Landsat ETM+ Level 1R. This means that each channel in the multi-spectral imagery is calibrated into the same relative radiance units. However, the data has not been reduced to actual ground leaving radiance and no attempt has been made to correct for atmospheric attenuation of
signal. However, analysis and interpretation of spectral change through time does require that the data are radiometrically normalised.

Comparison of spectral response can be achieved by applying a linear radiometric normalisation function to a set of multi-temporal images. Using this technique, imagery acquired under different illumination conditions are normalised to a baseline image and quantitative data are converted into the same relative reflectance/radiance units (Hall et al. 1991, Heo and FitzHugh 2000). Factors that should be held constant (or quantified) between image data sets include sensor radiometry, topography, and interaction of radiation with ground surface (non-Lambertian reflectance). Factors that are corrected by the transformation are radiation differences due to small changes in solar zenith and azimuth angles and multiplicative atmospheric attenuation.

The Landsat data were normalised using the method described by Hall et al. (1991). This technique uses relative rather than absolute radiometric adjustment by making the assumption that pixels with the same reflectance properties should have the same DN values. This implies that the only change in the spectral signature of these pixels between two different image dates is due to linear differences in atmospheric, solar irradiance and radiometric conditions. Normalising the images will account for these differences using parameters determined empirically from bright and dark target pixels that are assumed to be spectrally invariant over time. The transformed data appear as if they have been imaged under the same atmospheric and irradiance conditions. Figure 1 shows the radiometric relationship between the 3 Landsat scenes studied. The 2002 scene is used as the reference for normalisation and the graph shows that the regression based on the spectrally invariant targets for the 2000 and 2003 scenes match well to the ideal of a $y=x$ relationship. In theory, this technique is not absolutely robust since atmospheric scattering can have additive as well as multiplicative effects. However, the results show that atmospheric attenuation through additive (offset from $y=x$) or multiplicative (change in gradient) effects do not significantly affect these data. This normalisation method can be applied to any data set in an image time series where spectral bands overlap and so SPOT 4/5 or IRS LISS 3 data could be used in any future change analysis using the same procedure.

The second stage involved locating and recording forest structure information from field sample plots and relating these data to corresponding reflectance values from the Landsat images. The Forestry Commission’s database was used to identify forest compartments. That were regular in shape, contained a minimum of 80 Landsat pixels and appeared homogenous on the aerial photographs and satellite imagery. Thirteen compartments were selected and each, a minimum of two 200 m² sample plots were established.

The mean DN number of a 3x 3 window around the plot location was recorded for each stand in each reflective TM band using the methodology of Puhr & Donoghue (2000) to reduce potential errors associated with identifying the exact location of the pixel on the image. As well as recording structural forest parameters, the type and proportion of understory vegetation present in the sample plot was also noted. This information was used as a measure of the degree of forest canopy closure. Tree height was determined from the LiDAR data by subtracting the elevation information from the first and last laser pulses. Using TerraScan software laser pulses are classified into above ground and ground surface points. Tree height is determined by subtracting points classified as canopy-top from the derived ground surface model.

3.1 MODELLING

The sample plots were used to determine the relationship between forest structural variables and reflectance. Two observations were excluded from the dataset as they contained high levels of natural regeneration and appeared as outliers that weaken the predictive ability of the model. Single and multiple band regression models were tested, with simpler single band models preferred over the more complex models for two reasons. First, the amount of variation explained by the addition of other bands did not improve the fit of the models to the ground survey data as summarised by the $R^2$ values. Secondly, a simple model based on a single SWIR band yields a simple model that can be understood in a physical sense and can easily be transferred to other locations. Inspection of the scatter plots for Landsat TM and ETM+ SWIR data suggests that the relationship between reflectance and forest variables is non-linear. A number of non-linear regression models were applied to the data, and a model of the type selected below best describing the relationship:

$$y = ax^b$$

(1)
Where \( y \) is mean tree height, \( x \) is the Landsat band 7 normalised DN value and \( a \) and \( b \) are empirically derived constants.

\[
\text{Mean height} = 15709 \times \text{ETM7}^{-0.57} \quad (2)
\]

The relationship between mean sample plot height and the LiDAR is linear (equation 3) and so a conventional least squares linear regression model is appropriate.

\[
\text{Mean height} = 0.93 \times \text{LiDAR} + 0.95 \quad (3)
\]

### 4 RESULTS

The regressions between ground reference data, Landsat and airborne LiDAR data are summarised in Table 2. Height is strongly related to radiance in all Landsat 7 ETM+ bands with the exception of the near infrared band. The relationship between stand diameter and radiance is negative and relatively weak. Landsat ETM+ band 3 (\( R^2 = 0.57 \)) gave the highest \( R^2 \) values. These \( R^2 \) values indicate that stand diameter cannot be predicted with any certainty using models constructed from Landsat data. The relationship between basal area and radiance is strong. The band with the highest \( R^2 \) value is Landsat ETM+ band 3 (\( R^2 = 0.76 \)). The sharpest decrease in radiance level occurs with basal areas of 20 m²/ha -1 or more. There is no observed relationship between tree density and the Landsat data. Height shows the strongest relationship with satellite radiance data in the shortwave infrared (\( R^2 = 0.80 \)), see Figure 2. This band will also be affected less by additive atmospheric scattering than the other Landsat bands and so it was used to predict tree height. Since historical Landsat data have been radiometrically normalised it is possible to apply the prediction retrospectively and so produce a height change image.

#### Table 2: Summary of models used to estimate forest parameters from satellite and LiDAR

<table>
<thead>
<tr>
<th>Sensor/ band</th>
<th>Height</th>
<th>Diameter</th>
<th>Basal Area</th>
<th>Age</th>
<th>Density</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>LANDSAT</strong></td>
<td><strong>ETM+ (02/09/2002)</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Band 1 Blue</td>
<td>0.67</td>
<td>0.15</td>
<td>0.28</td>
<td>0.79</td>
<td>0.16</td>
</tr>
<tr>
<td>Band 2 Green</td>
<td>0.84</td>
<td>0.49</td>
<td>0.64</td>
<td>0.87</td>
<td>0.26</td>
</tr>
<tr>
<td>Band 3 Red</td>
<td>0.86</td>
<td>0.57</td>
<td>0.76</td>
<td>0.89</td>
<td>0.25</td>
</tr>
<tr>
<td>Band 4 NIR</td>
<td>0.60</td>
<td>0.18</td>
<td>0.23</td>
<td>0.78</td>
<td>0.24</td>
</tr>
<tr>
<td>Band 5 SWIR</td>
<td>0.80</td>
<td>0.39</td>
<td>0.52</td>
<td>0.83</td>
<td>0.28</td>
</tr>
<tr>
<td>Band 7 SWIR</td>
<td>0.80</td>
<td>0.49</td>
<td>0.57</td>
<td>0.83</td>
<td>0.31</td>
</tr>
<tr>
<td>LiDAR</td>
<td>0.98</td>
<td>0.53</td>
<td>0.60</td>
<td>0.80</td>
<td>0.49</td>
</tr>
</tbody>
</table>

\( R^2 \) values in italics denote \( P \) values (>0.05) all remaining \( P \) values (<0.05)

The LiDAR height model is very strongly related to mean height within the sample plot (\( R^2=0.98 \)), and not surprisingly, is also correlated with diameter, basal area and age. Figure 3 shows the LiDAR height plotted against mean sample plot height values. Having derived a prediction of height from Landsat data it is interesting to compare this with the LiDAR height model data since we know that the LiDAR agrees very well with ground measurements. The \( y=x \) relationship between these data is strong (\( R^2=0.68 \), see figure 4), but as expected a little weaker that the \( y = ax^b \) power function relationship with the ground sample data (\( R^2=0.80 \)). The results appear to suggest that satellite data can provide robust mechanism for estimating and monitoring the height of Sitka spruce stands especially during the phase of growth leading up to canopy closure. While a qualitative image of change could be produced from the raw Landsat data, the advantage of using height prediction models to generate the composite is that it can be queried directly to obtain quantitative predictions meaningful to foresters. Despite the relatively low spatial resolution of the Landsat imagery the level of detail is sufficient to identify areas of anomalous behaviour quite easily. Obvious examples of applications include the monitoring of wind damage following severe storm events where it may be difficult and expensive to assess the degree of damage over very wide areas using airborne survey. Another obvious application areas is the monitoring of compliance with the conditions attached to woodland grant schemes where funding is given to plant crops to agreed areas and levels of stocking density. The use of satellite data would allow a regulator to make a preliminary assessment of every grant scheme area by overlaying the digital boundary data on a height change image. At present such schemes are only monitored by field visits to a random sample. The use of image data would allow field survey to
be targeted primarily at sites that appeared anomalous. Where forest management data are held in a GIS, the satellite predictions of variables such as average stand height can be compared with expected growth rates by overlaying the satellite predictions with GIS or web mapping software.

From a forest management perspective a rapid method of identifying anomalous growth in newly established plantations is useful for targeting limited field resources. By combining LiDAR survey with satellite observation it is clear that the need for accurate ground measurements, which are expensive to obtain, could be substantially reduced and it would be possible to generate an empirical prediction of height based largely on carefully targeted LiDAR survey.

5. CONCLUSIONS

Landsat TM and ETM+ imagery can be used to generate accurate predictions of stand height during the period of up to canopy closure (approx age 14-20 years) for Sitka spruce plantations in the UK. The results suggest that LiDAR may be used in place of field measurements to help drive stock assessment models over very large areas of forest at a very low cost. We conclude that retrieval of forest structure information is best achieved by the integration of satellite, airborne and ground-based measurements. Through such integration of data into a GIS, foresters have a powerful tool which is capable of providing a rapid overview of a large forest estate.
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ABSTRACT

Estimation of forest parameters from satellite imagery by use of the kNN method (and similar) requires large training datasets to achieve acceptable prediction accuracy. The practical limit adopted by SLU for operational use of the kNN-method for forest parameter mapping is a minimum of 500 independent samples within each satellite scene. This requirement severely limits the use of SPOT satellite imagery, especially in Northern Sweden due to the low spatial density of national forest inventory plots.

Another problem is that the prediction accuracy at the individual stand level is generally too low for operational forest management purposes. Although complementary sources of local information such as forest inventory data and stand maps might be available it is often difficult to utilise them in practice, mainly because not enough objective reference data is co-located with the local information.

Both of these problems can be addressed by a two-step approach using a forest reflectance model for absolute calibration. Alternatively, reflectance data derived from medium resolution satellite sensors (i.e. Terra MODIS and SPOT-Vegetation) can be as reference instead.

In a second step, an artificial neural network-based reflectance model inversion is used to estimate forest parameters. Data fusion capabilities can be achieved by the inclusion of forest inventory error models. An additional benefit of neural network-based estimation compared to the current kNN-method is a significant improvement in processing speed. The calibration and estimation methods are currently being implemented into an operational production line for country-wide forest parameter mapping.

Keywords: Data fusion, reflectance model inversion, forest parameter estimation, combined estimation, Landsat, SPOT, kNN, neural networks, National forest inventory.

1 INTRODUCTION

A problem with the method currently used at SLU for production of continuous forest variable maps from satellite imagery (i.e. the kNN method) is that the prediction accuracy at the individual forest stand level is too low for operational forest management (although adequate at the landscape level). The ability to also include other complementary sources of information such as existing forest inventory data and geographic features into the estimation process would be very useful. Another problem is the requirement of at least 500 plots within each scene to compute statistics. This requirement severely limits the use of SPOT satellite imagery and also in many cases Landsat scenes along the coast or mountain range have too few plots to be processed.

Neural networks have been found to be very useful for extracting forest parameters from spectral signatures and often perform significantly better than traditional techniques (Feychting et al. 1991, Kimes et al. 1998, Kimes et al. 1999).

The aim of this work was to develop a set of neural networks that are able to estimate an array of continuous forest variables from reflectance calibrated satellite imagery, latitude and elevation data. The networks should also be able to incorporate existing field inventory data from forest maps into the estimation process when available.
2 METHODS

2.1 REFLECTANCE AND FOREST DATA

A training dataset consisting of forest variables measured on 18350 national forest inventory (NFI) with co-registered reflectance signatures was compiled from seven reflectance calibrated Landsat-7 scenes. The scenes represent boreal forests in central and northern Sweden (Hagner and Olsson 2005).

2.2 SIMULATED OCULAR FIELD INVENTORY DATA

A set of simulated ocular field inventory data was compiled from the NFI-plot data. The error levels applied are shown in Table 1 and correspond to the results of Ståhl (1992). A geographic site index was calculated from elevation and latitude according to formula 1.

\[
\text{Site Index} (\text{dm, h100}) = 105.8 -0.009429*\text{elevation (meters)} -0.00001187*\text{Northing (RT90)}
\] (1)

The dataset was randomised into a training dataset consisting of 15000 plots and an evaluation dataset with 3000 plots. Also a mixed training set was generated were the simulated field inventory data was replaced with a “no data” value for 50 percent of the observations.

Table 1: Error levels used to simulate ocular field inventory data.

<table>
<thead>
<tr>
<th>Variable</th>
<th>RMS (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Mean age (years, basal area weighted)</td>
<td>18</td>
</tr>
<tr>
<td>Mean height (meters, basal area weighted)</td>
<td>11</td>
</tr>
<tr>
<td>Basal area (m²/hectare)</td>
<td>19</td>
</tr>
<tr>
<td>Total stem volume (m³/hectare)</td>
<td>22</td>
</tr>
<tr>
<td>Relative species proportion (%)</td>
<td>8</td>
</tr>
</tbody>
</table>

2.3 NETWORK DESIGN AND TRAINING

Based on previous experience from similar studies a cascaded feed-forward network structure with 12 and 10 nodes arranged in two hidden layers was chosen (figure 1). Each node was connected to all nodes in the previous layers thus enabling the network to effectively deal with the parts of the problem that could be modeled with linear models. A separate network was created for each combination of input variables. The basic structure (except for the number of input nodes) was retained for all 10 networks. Each network was trained for 300 000 iterations using the back propagation paradigm to minimize the overall prediction error.

The software Neural Works Professional-II from Neural Ware Inc. was used for network development, training and evaluation. The trained networks were automatically converted into C++ code and implemented into the ER-Mapper remote sensing system.

3 RESULTS

All networks converged rapidly and produced consistent accuracies for a given set of input data. No problems with over fitting were found when comparing the performance on the training and evaluation datasets.
Figure 1. Screenshot of the NeuralWorks software during network training. The network structure is shown in the lower part with 14 input nodes in the input layer, 12 and 10 nodes in the two hidden layers and 8 output nodes representing estimated forest parameters. In this example, input nodes representing age, basal area, stem volume and broadleaf proportion are disabled. Scatter plots show the correspondence between actual and estimated values for the evaluation data set.

3.1 PREDICTION ACCURACY

As expected the accuracy increased consistently as more input information was available. The network structure could adapt to all different combinations of input data (table 2). The network that was trained on the mixed input set produced accuracy levels equivalent to the specialized networks. Compared to multiple linear regression models the neural network produced more accurate results for species proportions estimated from reflectance data alone and equivalent results for all other variables and input combinations.

Table 2. Coefficient of correlation (R%) between actual and estimated forest variables based on different input datasets. Refl. = surface reflectance of Landsat bands 1-5, 7 SI=Site index, H=height, PS = proportion Pine and proportion Spruce, BA = Basal area.

<table>
<thead>
<tr>
<th>Predicted variables</th>
<th>SI</th>
<th>Refl</th>
<th>Refl + SI</th>
<th>Refl + SI + H</th>
<th>Refl + SI + H + PS</th>
<th>Refl + SI + H + PS + Age</th>
<th>SI + H + PS + Age</th>
<th>SI + H + PS + BA</th>
<th>Refl + SI + H + PS + Age + BA</th>
<th>Simulated ocular field inventory</th>
</tr>
</thead>
<tbody>
<tr>
<td>Site Index</td>
<td>52</td>
<td>37</td>
<td>65</td>
<td>65</td>
<td>68</td>
<td>73</td>
<td>72</td>
<td>64</td>
<td>73</td>
<td>52</td>
</tr>
<tr>
<td>Age</td>
<td>6</td>
<td>56</td>
<td>58</td>
<td>74</td>
<td>77</td>
<td>94</td>
<td>94</td>
<td>74</td>
<td>94</td>
<td>94</td>
</tr>
<tr>
<td>Height</td>
<td>13</td>
<td>73</td>
<td>73</td>
<td>92</td>
<td>94</td>
<td>94</td>
<td>94</td>
<td>95</td>
<td>95</td>
<td>92</td>
</tr>
<tr>
<td>Basal area</td>
<td>4</td>
<td>72</td>
<td>71</td>
<td>82</td>
<td>83</td>
<td>82</td>
<td>80</td>
<td>93</td>
<td>93</td>
<td>91</td>
</tr>
<tr>
<td>Stem volume</td>
<td>10</td>
<td>68</td>
<td>67</td>
<td>85</td>
<td>85</td>
<td>85</td>
<td>83</td>
<td>91</td>
<td>92</td>
<td>92</td>
</tr>
<tr>
<td>Proportion Pine</td>
<td>6</td>
<td>63</td>
<td>64</td>
<td>63</td>
<td>96</td>
<td>96</td>
<td>96</td>
<td>96</td>
<td>96</td>
<td>95</td>
</tr>
<tr>
<td>Proportion Spruce</td>
<td>2</td>
<td>55</td>
<td>55</td>
<td>53</td>
<td>95</td>
<td>95</td>
<td>95</td>
<td>95</td>
<td>95</td>
<td>95</td>
</tr>
<tr>
<td>Proportion Broadleaf</td>
<td>5</td>
<td>67</td>
<td>67</td>
<td>67</td>
<td>95</td>
<td>95</td>
<td>95</td>
<td>95</td>
<td>95</td>
<td>94</td>
</tr>
</tbody>
</table>
4 DISCUSSION

Rules of thumb for network design suggest that the performance could be optimised by careful pruning the number of nodes in the hidden layers. Although the network structure in this study allows for more complexity than required the relatively large training sets might have prevented the problems with over fitting that has been reported in many studies.

A very important improvement is the ability to derive meaningful estimates even when no field data is available within the scene (provided that the satellite imagery can be reflectance calibrated). However, if available, field data can still be useful for calibration of seasonal effects. The networks also provide a convenient and flexible means to utilise existing field inventory data in the estimation. The results indicate that pine/spruce proportions and mean height are the best variables to complement the reflectance data with. This is good news since LIDAR-based canopy height might soon be available as a spin-off from the production of a new national elevation dataset. Both height and species proportions are also relatively easy to measure in the field with conventional field inventory methods or by interpretation of aerial photography. It seems to be possible to derive useful estimates of site index from reflectance, latitude and elevation data.

The computational efficiency of the network-based prediction is superior compared to the currently used kNN-method. An entire Landsat scene can be processed within a few minutes whereas the typical kNN batch job runs over night on a dedicated computer.

Work is currently in progress to also develop similar networks for processing of SPOT HRV-data.
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ABSTRACT
The next generation of long-term forest management planning systems i.e. the Swedish Heureka system, requires single-tree data of each forest stand in the register. This article reports early results from a remote sensing aided data capture method aiming to provide a complete forest stand database with single tree information. The method applied is canonical correlation-based imputation of sample-plot forest data using laser scanning and medium-resolution satellite image data as the link (carrier data) between predicted point and the most similar surveyed plot. Laser scanning data contains detailed information of tree canopy height and structure, information expected very useful for imputation purposes. There may also be an advantage in combining this with medium resolution optical image data, to possibly enhance tree species discrimination. Performance of the method is evaluated on a large sample of 10 m radius field plots surveyed in south-western Sweden, optical image data (SPOT 5 HRG satellite sensor), and LIDAR data from the airborne TopEye system. The aim is to predict single-tree features of forest stands (0.5 – 20 ha), preserving natural multivariate variance and covariance. Imputation based on both remote sensing data sources produced estimation accuracy (root mean square error, in percent of true mean) of 20% for mean stand volume per hectare and 22% for stand mean stem density. Mean tree diameter, height and volume were estimated with 17, 12, and 31% accuracy, respectively. The addition of SPOT data to laser scanning data only slightly improved estimation of tree species proportions.

Keywords: Laser scanning, forest management, sample-plot imputation.

1 INTRODUCTION
The recent development in forest management planning systems has increased the need for detailed data available for each forest stand (for example, the HEUREKA long term planning application). New systems operate on single trees as the calculation unit, in contrast to most previous systems operating on summary characteristics of complete stands. Furthermore, it may not be necessary to provide estimates of all present trees in each stand, a representative list of trees is sufficient. It is important, though, that the list represent the natural multivariate dependence and variation present in the actual forest data. There are several novel remote sensing systems and methods potentially well suited for single-tree data capture, especially airborne laser scanning (Nilsson, 1997; Holmgren, 2003). This technique produces a dense spatial grid of highly accurate measurements of tree canopy height. Laser scanning data has shown a large potential, for example to estimate tree height (10-11% RMSE) and stem volume (22-26 % RMSE) of 10 m radius field plots (Holmgren et al., 2003), automatic detection of trees, as well as estimation of mean stem volume of small stands (16% RMSE) using ordinary least-square regression. On the other hand, a set of dense measurements of canopy height do not necessarily contain much information of tree species, a very important issue in management planning. Thus, there may be an advantage to combine laser scanner data with optical image data in order to add information of tree species.

Previous studies propose imputation of available field sampled data, such as sample plots or surveyed stands (for example, Moeur and Stage, 1995; Ohmann and Gregory, 2002; Holmström, 2001; Temesgen et al., 2003), as a method to estimate a list of trees for unsampled locations. Imputation is a non-parametric estimation method where, given carrier data (such as remote sensing data) of all observations in a dataset, primary data (such as a list of trees for a particular stand) missing for one observation is imputed from the most similar observation available (reference observations), where similarity is measured in the carrier data space. This approach automatically produces estimates with preserved multivariate dependency of the
features of each estimated observation. The over-all variation is not automatically preserved, though, it is determined by the information quality of the carrier data. To utilize several carrier data sources, with different information content of the primary data, it is recommended to apply a weighting of the secondary data sources to use the data efficiently (Moeur and Stage, 1995; Holmström, 2001; Ohmann and Gregory, 2002; Holmström and Fransson, 2003). Generally, a transformation of the carrier data space based on the linear relationship to the primary data is suggested, such as the canonical correlation transformation (Moeur and Stage, 1995; Temesgen et al., 2003). This is, under some conditions, equivalent to a multivariate regression transformation (Moeur and Stage, 1995). Univariate regression transformation has been applied, using the kNN estimation method, to utilize the combination of aerial photo interpretations and stand register data (Holmström, 2001) as well as satellite image data (SPOT XS) and airborne radar data (CARABAS-II VHF SAR) (Holmström and Fransson, 2003). The former study showed a moderate benefit (10% lower RMSE of predictions of stem volume and age) of using the regression transformation compared to using Euclidean and Mahalanobis distance. The latter reports a clear benefit from using the regression transformation.

The aim of this work is to evaluate the performance of sample plot imputation based on airborne laser scanner data (TopEye), medium resolution satellite image data (SPOT XS), and the combination of both sensors, as a method to estimate single-tree, as well as over-all average characteristics, of forest stands.

2 MATERIAL AND METHODS

2.1 DATA
The data used in the study was collected at the Remningstorp estate in the south of Sweden (lat. 58°30’N, long. 13°40’E). The estate is privately owned and dominated by Scots pine (Pinus sylvestris), Norway spruce (Picea abies), and birch (Betula spp.).

Field data was collected by surveys of 10 m radius plots using the methods and models in the Forest Management Planning Package (Jonsson et al., 1993). This includes callipering all trees with diameter at breast-height larger than 0.05 m on each plot, as well as recording additional measurements, such as height and age, on a sub-sample of trees. The height of each remaining tree was estimated using functions developed by Söderberg (1992) relating tree height to diameter as well as other, less influential, variables, and a local correction for systematic errors. The estimation functions show standard deviations of 11, 13, and 15 % for Scots pine, Norway spruce and birch, respectively (Söderberg, 1992). The position of each plot center was measured using averaging of differentially corrected GPS measurements, either using a local reference station in real-time producing sub-meter accuracy, or post-processing.

The field plots were measured in 1998 to 2003 using two different sampling allocations, not specifically designed for this study. First, a stratified random sample of forest stands was surveyed using a randomly allocated systematic grid of 8-10 plots for each stand. The stratification was made on the stand registry stem volume and aimed to sample fewer young stands than old. Secondly, a cluster of 4 by 4 adjacent plots was surveyed in the central parts of 16 stands. The state of each plot was forecasted to the year of 2003 in order to match the acquisition data of the remote sensing datasets. After removal of stands treated after the date of survey and plots with obvious position errors, 72 stands and 1087 plots were left.

Satellite image data was extracted at each plot center, from a SPOT 5 XS scene, acquired 10:05 PM on the 3rd of June 2003 and geometrically precision corrected. The green, red, near-infrared and mid-infrared bands were used.

Laser scanner data was acquired by the TopEye system at the 9th of August 2003 at a flight altitude of 130 m and resulted in 1.5 – 2.0 pulses / m². For each field plot, the laser measurements were classified in two classes, measurements of the ground level and measurements of the vegetation. For each measurement in the latter class, canopy height was determined using a local estimate of the ground level based on the first class of measurements and an empirical threshold to reduce the influence of shrubs and non-tree vegetation. For each plot, the 95th percentile, the variance and mean of the measurements classified as vegetation measurements were computed, as well as the proportion of vegetation measurements and all measurements.

2.2 IMPUTATION
Two measures of sample plot similarity, measured in carrier data space, were applied in parallel, the Mahalanobis distance (Krzanowski, 2000) and a canonical correlation approach (Moeur and Stage, 1995;
Applying imputation based on the Mahalanobis distance conforms to rescaling the distances between plots to take into account the different scale (variance) of each carrier data variable as well as the covariance between the variables. In essence, this strategy results in weighting the information content in each variable equally (including less weight to each of two strongly correlated variables to represent the inherent common information content only once). The aim of imputation based on canonical correlation transformation is to weigh each carrier data variable optimally with respect to the primary variables. Imputation is then based on new carrier data features which explains the most of the field data.

First, a canonical correlation analysis is performed using the \( n \) reference plots where \( p \) primary data variables, \( X (n \times p) \), and \( q \) carrier data variables, \( Y (n \times q) \), are available. The result is a set of pairwise new variables, canonical variates, where each pair consists of one variable being a linear transformation of \( X \), and one variable being a linear transformation of \( Y \). The transformation is made in order to maximize the correlation between the two variables in each canonical variate (Krzanowski, 2000). The canonical variates are usually ordered by decreasing magnitude of correlation. Then, secondly, imputation is made based on a distance measure constructed by the canonical transformation of \( Y \), by weighting each canonical variate dimension by the square of the corresponding correlation. This is, under some constraints, equivalent to measure distance in the space of \( Y \) transformed by multivariate regression of \( Y \) on \( X \) (Moeur and Stage, 1995). Furthermore, Moeur and Stage (1995) gained efficiency by selecting only those canonical variates which corresponds to significant canonical correlations (Moeur and Stage, 1995). Here, this was tested using a likelihood ratio test (Krzanowski, 2000).

Canonical correlation analysis was made by relating survey plot summary statistics (basal area, stem volume, number of trees, basal area proportion of pine, spruce and deciduous trees, mean and standard deviation of diameter, height and age) to the varying remote sensing measures of each data source combination.

### 2.3 EVALUATION

Imputation results were evaluated using cross-validation of stands, an approach proposed by Moeur and Stage (1995). Here, 30 plots were imputed to each stand using all plot data as reference data, excluding plots surveyed in the imputed stand. Errors were calculated by comparing imputed and field sampled tree lists of each stand. Especially, root mean-square error (RMSE) of mean estimations and the ratio of standard deviations (imputed/measured) were calculated. Furthermore, a measure of tree distribution similarity,

\[
C = \left( \frac{\sum_{j=1}^{10} m_j n_j}{mn} - n_j \right) / n
\]

inspired by the \( \chi^2 \) test, was also calculated, where \( m \) is the total number of imputed trees in the stand, \( n \) is the total number of measured trees in the stand, \( m_j \) is the number of imputed observations in class \( j \), and \( n_j \) is the number of field sampled observations in class \( j \). The classes were determined as the 10-percentile classes of the field sampled trees. Errors in distribution were determined for tree diameter, height, and volume. RMSE accuracy of estimations of volume per hectare, number of stems per hectare, and species composition (based on basal area proportion) were also calculated. Statistical computations were made using R, a language and environment for statistical computing (R Development Core Team, 2004). Especially, the `cancor` function was applied for canonical correlation calculations.

### 3 RESULTS AND DISCUSSION

All canonical variates were significant (\( p<0.05 \)) in all three canonical correlation analyses. Thus, all variates were used in the transformation of \( Y \). The correlation of the last canonical variates were low, though. For example, correlation ranged between 0.97 to 0.12 for the combination of SPOT XS and laser scanner data.

Imputation based on laser scanner data were, in terms of stand volume (\( \text{m}^3/\text{ha} \)), as accurate as subjective field estimations without support of ground measurements (Ståhl, 1992) (Table 1). For imputations based on laser data, only and in combination with SPOT data, the errors of distribution estimations were approximately equal for all variables, measured by the \( C \) statistic as well as the ratio of standard deviations (Table 2). Especially, the ratio of standard deviations for imputations based on SPOT data only show the height and volume distributions to be less accurately estimated than the diameter distribution. Generally, all imputations overestimated the variance of the distributions heavily (Table 2).
The canonical correlation (CC) approach performed better than imputations made using the Mahalanobis distance (MH) (Tables 1 and 2). Given laser scanning data, addition of SPOT data tended to reduce the performance of MH imputation, and increase the performance of CC imputation, although the differences were small. The addition of SPOT data did improve estimation of tree species composition (Pine, Spruce, and Deciduous trees), although only slightly, but the overall accuracy was very low. Mean tree volume was estimated least accurate, compared to mean tree diameter and height (Table 2).

Table 1. Results from estimating tree species proportions and stem density in forest stands using remote sensing based sample-plot imputation. In parenthesis are RMSE in percent of field measured mean. Bias is defined as estimated – true value.

<table>
<thead>
<tr>
<th>Distance measure</th>
<th>Sensor combination</th>
<th>Tree species proportion RMSE</th>
<th>Density [st/ha]</th>
<th>Mean volume [m³/ha]</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>SPOT laser</td>
<td>Pine</td>
<td>Spruce</td>
<td>Dec.</td>
</tr>
<tr>
<td>CC x</td>
<td>0.43 (148)</td>
<td>0.47 (94)</td>
<td>0.40 (207)</td>
<td>409 (36)</td>
</tr>
<tr>
<td>CC x</td>
<td>0.36 (267)</td>
<td>0.43 (55)</td>
<td>0.27 (357)</td>
<td>284 (25)</td>
</tr>
<tr>
<td>CC x x</td>
<td>0.42 (149)</td>
<td>0.51 (95)</td>
<td>0.36 (235)</td>
<td>250 (22)</td>
</tr>
<tr>
<td>MH x</td>
<td>0.44 (168)</td>
<td>0.48 (86)</td>
<td>0.36 (234)</td>
<td>408 (36)</td>
</tr>
<tr>
<td>MH x</td>
<td>0.36 (221)</td>
<td>0.42 (60)</td>
<td>0.30 (291)</td>
<td>266 (23)</td>
</tr>
<tr>
<td>MH x x</td>
<td>0.49 (165)</td>
<td>0.51 (96)</td>
<td>0.35 (236)</td>
<td>254 (22)</td>
</tr>
</tbody>
</table>

Table 2. Results of distribution estimation: The C statistic, RMSE of estimating mean (in percent of true mean in parenthesis) and the ratio of imputed and field measured standard deviation, Rstd.

<table>
<thead>
<tr>
<th>Distance measure</th>
<th>Sensor combination</th>
<th>Diameter RMSE</th>
<th>Rstd</th>
<th>Height RMSE</th>
<th>Rstd</th>
<th>Volume RMSE</th>
<th>Rstd</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>SPOT laser</td>
<td>C</td>
<td></td>
<td>4.9</td>
<td>6.7 (34)</td>
<td>1.6</td>
<td>5.3</td>
</tr>
<tr>
<td>CC x</td>
<td>4.1</td>
<td>3.4 (17)</td>
<td>1.3</td>
<td>4.2</td>
<td>1.9 (12)</td>
<td>1.6</td>
<td>4.1</td>
</tr>
<tr>
<td>CC x x</td>
<td>4.1</td>
<td>3.4 (17)</td>
<td>1.4</td>
<td>4.2</td>
<td>1.8 (12)</td>
<td>1.6</td>
<td>4.1</td>
</tr>
<tr>
<td>MH x</td>
<td>5.0</td>
<td>6.9 (35)</td>
<td>1.7</td>
<td>5.4</td>
<td>4.5 (29)</td>
<td>2.1</td>
<td>5.0</td>
</tr>
<tr>
<td>MH x</td>
<td>4.1</td>
<td>3.5 (18)</td>
<td>1.7</td>
<td>4.2</td>
<td>1.9 (12)</td>
<td>1.7</td>
<td>4.1</td>
</tr>
<tr>
<td>MH x x</td>
<td>4.2</td>
<td>3.8 (19)</td>
<td>1.5</td>
<td>4.4</td>
<td>2.2 (14)</td>
<td>1.8</td>
<td>4.2</td>
</tr>
</tbody>
</table>

There is clearly a potential in laser scanning data as data source for new systems of long-term forest management planning. Several issues need to be resolved, though. The accuracy of tree species proportion estimations presented in this paper are not sufficient. This issue may be resolved by using image data from the Z/I DMC digital camera in combination with template matching, an approach which showed tree species classification accuracy in the range of 60-80% (Olofsson et al., 2005). Furthermore, overestimation of the tree list variance is a serious problem. Unfortunately, this is probably an effect of imputation error variance (similar to residual variance in OLS regression modeling), which cannot easily be removed by other than more informative carrier data or a more efficient imputation method. There may be a possibility to increase the performance of the canonical correlation method, though, by linearizing the multivariate relationships in the data.
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ABSTRACT

The radar surface model ITED (Interferometric Terrain Elevation Data; SRTM) in combination with the differentiated forest mask can be used for determination of forest stand conversion as well as mayor changes of the stand structure. The data fusion of radar information, multi-temporal optical data as well as forest GIS information, allows the calibration of seamless continental coverage of RS data. The study demonstrates that the basic strategy developed in FOREMMS (IST 5FP) and it’s continuity in GMES is focussed on extending forest information throughout different scale levels (after Häusler, et al, 1996).

Keywords: SRTM, Forest Stand Height, ETM+, Object Oriented, Texture.

1 INTRODUCTION

In this study the relationship of the SRTM (ITED) and local DSM (Digital Surface Model) derived from DEM and forest GIS data is used to correlate the height information of the forest development stage to radar height information. The development stage of forest has a complex relationship with the height of the forest stand in radar images (Kellndorfer, 2004). Especially in more mature stands, the variance of the canopy structure causes deviations in the height information of the SRTM model. The optical image information (texture, Landsat ETM+) of the forest stand evaluated for coherent groups of pixels (image objects) contains important information about forest cover (Burger, 1996, Wezyk et al, 2004) Although the texture information has been used to establish a forest mask from ETM+ imagery, the bio-physical factors underlying the typical response of forest cover towards optical data reveals a variety of forest parameters.

In this study the standard deviation of the red light is evaluated for its link to the development stage of the forest (young, maturing, old). The cross calibration of radar and optical data works both ways. The age-differentiation from optical data allows for correction of radar height information and radar height information confirms stand maturity and highlights forest status-quo, forest conversion as well as stand changes. Besides the cross calibration of sensor data, the complete GIS analysis manifolds its potential (PowerGIS).

2 RESEARCH AREA

The area of Niepolomice Forest (http://argis.les.ar.krakow.pl/IWS_page/eng) near Cracow was selected because of large geodata resources collected during a variety of projects, including FOREMMS IST 5FP (Wezyk, 2000). Additionally a new Forest Management Plan and forest digital maps were completed for the Niepolomice Forest District area in the year 2002, according to a newly introduced standard in State Forests [Directive no. 21, 2004].

Forest areas (about 10 500 ha) of the main complex of old Niepolomice Forest (Fig.1) make dense forest stands with clearly marked division for three different tree stand types. Three northern forest parts (Kolo, Grobla, Grobelczyk – about 2400 ha) are remains of native oak-hornbeam forests (70% share of oaks) and differentiate definitely from the main coniferous complex (72% - pine tree stand) which is heavily transformed by anthropological influences. The Niepolomice Forest area was selected as a European Ecological Nature 2000 Network area.
3 INITIAL GIS ANALYSIS

Stand height is collected during forest inventory campaigns and registered in the SILP database (http://www.silp.pl/z/test01/dzialalnosc/zasoby_silp/). The update has taken place during the timeframe in which the SRTM mission was accomplished. This allows for a comparative analysis.

3.1 PREPARATIONS

A forest GIS analysis was conducted, which resulted in thematic map of over 2200 forest sub compartments (polygons) containing stand-height. The value of the dominant species for “height” was taken from SILP. The ArcView 3.2 software was used to convert vector to raster files. As the result, the raster (GRID) file was created with objects (tree stands) height, also called THM (Tree stands Height Model). The effective timeframe of this information (2001) is covering the acquisition time of ITED (Flight in February 2002). By performing analysis on the raster layers, a layer with the sum of DEM and THM was created. The result layer was named Virtual Surface Model (VSM, Fig.2). It approaches object height for agricultural and forest areas, however without information about height in villages and the Niepolomic settlement.

3.2 THE DIFFERENCE IMAGE

After these preparations, the raster layers were loaded into an algorithm in ER Mapper, which subtracted DEM and VSM from SRTM. The resulting image of SRTM and VSM differences was classified into 10 classes (Fig.1).

In ArcView 3.2a (ESRI) vector SHP files were made, representing:
- border of forest complexes of Niepolomic Forest District,
- Main complex border (species composition: 79% coniferous; 21% broadleaved stands),
- Broadleaved complexes: Kolo, Grobla and Grobelczyk (see Fig. 1, 97.5% broadleaved, 2.5% coniferous),
- forest areas outside State Forests administration and others remaining,
- three classes of pine stands with different age class: 15, 55 and 150 years.

The polygons were imported to ERV format (native vector format of ER Mapper software) and were used for selecting so called “raster regions”, inside which statistics (minimum, maximum, mean, standard deviation, and median) were calculated. To estimate the SRTM model accuracy, a raster image containing three bands representing models: SRTM, DEM and VSM were prepared. This file was used to generate adequate profiles.
Figure 1. The difference image from SRTM-VSM., the basis for Profiles of Figure 2.

3.3 PROFILE ANALYSIS

For three selected classes, a profile (Fig 2.) was generated to demonstrate the details of Figure 1. The Height information of the VSM is a generalization of the DEM created by geodetic measurements in the fields and the dominant stand height derived from the official SILP data. The exact distance between measured points of the DEM and SILP are not known, but the representation of the total VSM can here be regarded as best practice available through terrestrial data acquisition. The SRTM with a 90 meter grid is less dense than the VSM information. For the SRTM 30 meter GRID or better Radar-Data, an improvement in the VSM is required. For the study purpose, the generalization of the VSM is still containing denser information than the 90 meter SRTM data and therefore comparable. The profiles are showing a preferential selection based upon visual analysis of the Figure 1. The Profiles highlight the tendency of radar height information to approach the correct height for young forest and deviates consequently with lower height values over maturing and old stands.
4 OBJECT ANALYSES

Two Landsat ETM scenes from the Niepolomice area were selected (7th May 2000, 7th August 2001) and segmentation was applied using the eCognition software (version 4.06). The segments cover homogeneous crown complexes inside each forest stand on average of 0.75 Ha. For around 12340 objects, the standard deviation of the red bands were selected. Because the standard deviation increases with increasing area in RS imagery, normalization over area was applied. The working hypothesis expects the standard deviation of the red band to be decreasing with increasing forest development age. As stand age and height are correlated, the standard deviation of the red band normalized for area was plotted against the average stand height. The 12340 forest segments are subsets of the 2200 forest stands with uniform stand treatment registered in the THM. The assignment of the stand height to all subsets introduces errors for those subsets which deviate from the dominant stand height of each plot. However, the majority of all segments can be considered as belonging to the dominant part of each stand and receiving correct height information from the THM. Due to the large population of segments, the deviating segments (‘gaps’ and juvenile plots inside mature stands) are tolerated and expected to have little effect on the final outcome of the linear regression but effect the visualization (Fig. 3A,B). A further check on the mean and standard deviation values for several height categories confirms that the median per height category is around the position of the line-equation. The figures 3A and 3B are showing the linear regression result for the ETM+ scene 2000 and 2001 for coniferous forest (7627 segments). Both figures show decreasing values with increasing height. For the May 2000 image the linear expression is \( Y = -0.0018X + 0.081 \) (coniferous) and \( Y = -0.0015X + 0.0802 \) (broadleaved) and for the August 2001 image \( Y = -0.009X + 0.05 \) (coniferous) and \( Y = -0.009X+0.021 \) (broadleaved).
5 DISCUSSION

Although the 90 meter grid might seem to be too coarse for a proper registration of the height of forest stands, the initial visualization is surprisingly close to the artificial THM. The north-south oriented strips of young and old forest can be recognized in the radar image as well. The sequence of old-middle-young stands in a west to east order corresponds with the SRTM height model. The difference image of Figure 1 is showing extremes where in the field, real forest features can be found responsible. If strips cutting takes place over 100 meters, which is a ‘small’ strip, the radar returns a proper indication of height differentiation between neighbouring stand. Private forests contain a 0 height value because they are not part of the SILP related THM. Here the radar shows correct forest stands. The radar height information can thus function to confirm existence of forest over corresponding uncertainties in ETM+ classifications, if official forest GIS does not show any data. Further, a change from mature forest cover to deforestation should be noticed immediately by extreme decreasing height information. Important changes for forest are ‘catastrophic’ changes. Where the standing stock collapses due to storm, fire or cutting. These changes will appear in the extremes of the difference image.

The young stands will return a radar signal which gives a height value that is very close to the values measured in the field campaign. The deviation in older stands is a consequent lower height value for the radar image compared to the THM. Knowing the influence of the altering crown canopy, the compensation values for calibration of the surface model can be linked to the radar height model. The estimation of existing terrain-relief below forest canopy could be a difficult task. However if over young stands the height is returned correct, the younger stands can represent the terrain relief for the forest complex. The radar image itself will contain very little information about the development age of the forest stand. For this reason a link to optical EO information would give that opportunity.

Effective use of the red light by vegetation would result in a near zero albedo for active vegetation. The reason of dark appearance of forest in the red band is also due to shadow especially in Landsat data type. A red-band pixel over forest in Landsat ETM+ is always a mixed pixel. The pixel contains a combination of crowns and shadows, both reducing the red band albedo values. The amount of mixture and the effect of broadleaved and coniferous forest however are different towards the red light. When a simple texture measurement takes place, the differences between coniferous and broadleaved canopies starts to diminish. The standard deviation of a canopy mosaic part, in this case around .0.75 Ha average, shows the lowest values for very old forest for broadleaved as well as coniferous stands. This leads to the possibility to estimate the development age for both broadleaved and coniferous forest. By applying linear regression over 12340 parts of forest-plots in relationship with height, the values are showing a large spread. However at the extremes the information shows that very low stands height ~5meter does not contain low standard deviation values for red light. This could be caused by the lack of the shadow component. Old closed
stands do almost not show high values for the standard deviation of the red light. In catastrophic events where old crown cover disappears, the standard deviation of the red is expected to increase. The study shows an initial test case with a promising strategy. However a more detailed study concept is required. For a better calibration of the relationship it is possible to confirm the height of each mosaic part (image object) in a field campaign. In this study, the complete forest stand of several hectares is taken for height information and assigned to each of the forest mosaic parts. Moreover a selection of ideal representative stands can be taken at beforehand to improve the representative standard deviation measurements. Although both SRTM and ETM+ information might still be coarse for the task at hand, for offering detailed stand information, catastrophic changes have such an impact on the canopy signature in both sensor types that their combined use is recommended for further automatic analysis over large areas and even continental coverage.

6 CONCLUDING REMARKS

A complete map on forest cover for Europe is available in the CORINE land cover map. The map is based upon RS characteristics of the early 90th. After more then 10 years of technical developments in satellite imagery and other RS fields, it is at the time to incorporate this knowledge in new forest cover mapping of Europe. Very cheap continental coverage of Radar and Multi Spectral imagery of high quality is a treasure grove in itself and should not be left unexploited. Besides the simple categories of Coniferous, Broadleaved and Mixed Forest, information about age and stand-height are crucial in establishing a correct overview. The quality of ‘Old Growth’ forest and its detection and monitoring should not be overlooked on the old continent where forest plantations are dominant. For the important land cover class ‘forest’. It is not likely that age and correct stand height are impossible and impractical factors to be retrieved. The technique of the mapping process still requires a lot of attention and the presented technique is really developed on a shoe-string budget. It is not a simple task but it can be done. The combination of radar and Landsat data in this study are showing the direction which such mapping procedures have to take, to arrive at continental coverage results. Important as well is to use RS information on a continuous calibration base. RS imagery from Landsat type such as ASTER data as well as new Radar programs make it likely that continental coverage can be achieved on a very regular even seasonal interval. Thus the GIS information can be under constant automatic scrutiny for major changes in forest cover. This constant and direct updating of the land-cover GIS systems creates the conditions for ‘Power-GIS’ where automatic detection is empowered to initialize the automatic map-update.
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ABSTRACT
CARABAS is an airborne synthetic aperture radar (SAR) system. Due to the long wavelengths of the system (3–15 m), the radar signal is able to penetrate through the forest canopies and the main backscattering component is a ground-trunk dihedral bounce. The scattering strength is directly related to the stem volume and hence stem volume retrieval with CARABAS has higher accuracy than SAR systems using shorter wavelengths. Ground topography can reduce the accuracy but this effect is mitigated by multiple images and model based correction. This correction reduced the maximum retrieval error for a site from 307 m$^3$ ha$^{-1}$ to 175 m$^3$ ha$^{-1}$. Complementary optical satellite data can further improve the accuracy.

Keywords: CARABAS, synthetic aperture radar (SAR), stem volume retrieval, change detection.

1 INTRODUCTION
Remote sensing of forests is one of the oldest and most important civilian applications of remote sensing. Using remote sensing, fast and cost effective data for both short- and long-term planning of forest activities can be provided. The most important forest parameter is stem volume measured per hectare, i.e. the average volume per hectare of all trees excluding branches and stumps. Synthetic aperture radar (SAR) systems have shown good potential to measure stem volume (Fransson et al. 2000). A strong advantage of SAR is that it is independent of weather conditions and can be used even on cloudy days.

The wavelength of the SAR determines from which part of the trees the radar signal is reflected. For SAR systems using short wavelengths (i.e. high frequency) most of the signal is reflected from the canopy. Longer wavelengths are able to penetrate the canopy and thus have greater possibility of measuring the volume of the tree trunks and larger branches where most of the biomass is stored. However, for low-frequency SAR the ground topography will affect the radar signal and if not corrected for the stem volume might be underestimated.

Besides mapping of stem volume it is also interesting to monitor temporal changes. Time series of images acquired between 1997 and 2002 have been used to study what changes can be detected and how accurately they can be measured.

2 CARABAS
CARABAS-II ultra-wideband VHF SAR system is an airborne low-frequency SAR developed by the Swedish Research Agency (FOI) (Hellsten et al. 1996). CARABAS operates in the lower VHF-band (20–90 MHz) which means that the wavelengths are extremely long (3–15 m) compared to most remote sensing systems. The signal is thus able to penetrate through forest canopies and direct measurements of tree trunks are possible. Furthermore, the backscattered amplitude is proportional to the stem volume and has a large dynamic range. Hence, CARABAS has higher sensitivity to biomass compared to SAR systems using shorter wavelengths, even at high biomass levels where most other remote sensing methods are saturated. The spatial resolution of the system is about 2.5 m in both range and azimuth.
3 STEM VOLUME RETRIEVAL

A limiting factor for the accuracy of stem volume retrieval from CARABAS images is the ground topography. On sloping ground the dihedral scattering between ground and trunks is reduced and is aspect angle dependent. Since this is the main source of backscatter in CARABAS images of forest, the stem volume will be underestimated. A way to reduce this effect is to combine information from images acquired from different flight directions. The ground slope in range direction will vary between the images and this affects the measured backscatter. Using a backscatter model and automated image segmentation, the different backscatter values obtained from different flight directions can be combined and the accuracy of stem volume retrieval is improved.

In this paper, 10 CARABAS images at Tönnersjöheden forest research park were used to evaluate the backscatter model and segmentation. Accurate measurements of the ground topography were also available from the helicopter-borne TopEye nadir looking LIDAR system (Sterner, 1997). From the LIDAR measurements, a bare earth digital elevation model (DEM) with 0.25 m resolution was constructed.

3.1 BACKSCATTER MODEL

The basis of the model is the Rayleigh-Gans approximation for low-frequency scattering from thin cylinders, which can be used to show that the radar cross-section for the dihedral scattering is proportional to the square of the scatterer’s volume. This can be used to relate the normalised backscattering coefficient, $\sigma^0$, to the stem volume, and the number density of the trees (Smith and Ulander, 2000). A semi-empirical model for the backscattering from coniferous forests on sloping ground has been developed (Smith et al., 2005). This model describes how terrain slope (relative to the radar look direction) decreases backscatter compared to the flat ground case.

3.2 SEGMENTATION OF SAR IMAGES

Image segmentation is a standard image processing technique where images are divided into regions which have strong correlation with objects in the image (Sonka et al., 1998). The number of regions and their size and shape depends on the image data. Our goal is to find forested areas where the tree size and ground slope are constant. This corresponds to regions where the backscatter is homogenous in each image but the average backscatter amplitude may vary from image to image due to different look directions. Because the ground slope usually varies on a length scale that is smaller than the size of a forest stand, each stand will most often consist of several regions. The size of a region must also be large enough to provide an accurate measure of the backscatter without being too affected by speckle.

Since the goal is to find one region map from all available images the segmentation algorithm needs to be able to use information from several images simultaneously. The segmentation algorithm used is based on simulated annealing optimisation (Folkesson, 2005). The output from the segmentation is a region map and the average backscatter for each region and image. This is used as input data to the semi-empirical model of backscatter described above, to compensate for the topographical effects.

3.3 INVERSION OF BACKSCATTER MODEL

The backscatter measurements from different look directions and their theoretical variation given by the model are used to calculate the equivalent backscatter on flat ground. Figure 1 shows an example where 10 backscatter values for a region, one from each image, are marked with an x. The semi-empirical model is least-squares fitted to the measurements to find parameters related to stem volume, tree height, and background noise level in the images, and according for SAR viewing geometry and ground topography from the DEM. From these parameters the equivalent backscatter on flat ground is calculated (the line at -11.5 dB) and this value is used as the average backscatter within the region.

Some measurement points deviate significantly from the model, usually at higher backscatter amplitude due to artefacts and man-made structures in the images, or as in the example in Figure 1, by measurements close to the noise floor. To improve the backscatter estimation, these outliers are excluded as they do not represent measurements of forest or have very low accuracy. The least-squares fitting is then repeated with the outliers removed and if the new parameters provide a better fit they are used instead.
Figure 1. An example of backscatter least-squares fitting where the solid curve is the fitted curve when the three outliers have been excluded. The dotted curve is the fitted curve for all 10 measurement points. Error bars indicate the calibration accuracy of ±1 dB. The three outliers are displayed without error bars. The straight line at -11.5 dB is the equivalent backscatter estimated after correction for the ground slope.

Figure 2 shows a comparison of two CARABAS images from perpendicular flight directions and the result after segmentation and topography correction of 10 images. Note the variations in backscatter between the two CARABAS images within areas that look much smoother in the combined image.

Figure 3 shows ground measurements of stem volume versus the average backscatter for 29 stands. In graph (a) the backscatter is measured from a single CARABAS image (shown in Figure 2 (a)) and graph (b) shows the calculated backscatter values from the combined image in Figure 2 (c). The deviation from a straight line is much smaller in (b) and the RMSE is 73 m$^3$ ha$^{-1}$ compared to 124 m$^3$ ha$^{-1}$ for the single image. The maximum estimation error is 175 m$^3$ ha$^{-1}$ compared to 307 m$^3$ ha$^{-1}$ for the single image.

Figure 2. CARABAS images of Tönnersjöheden forest research park in south-western Sweden. Image size is 3×2 km. The flight headings are 47° (a) and 137° (b). Shown in (c) is result after segmentation and inversion of the backscatter model of totally 10 coregistered images.

Figure 3. Ground measurements of stem volume versus CARABAS backscatter amplitude for a single image (a) and the combination of 10 images (b).
4 CHANGE DETECTION

Temporal changes to the forest are also of great interest. Studies to detect changes have been performed using time series of CARABAS images from 1997, 1999 and 2002 (Sämgård, 2004). Clear cuts are easily detected as indicated by red and yellow areas in the RGB image in Figure 4. Red areas had high backscatter in 1997 compared to 1999 and 2002 and were thus clear cut in the period 1997–1999. Yellow areas had high backscatter in 1997 and 1999 compared to 2002 and were clear cut between 1999 and 2002.

Growth and thinning were not able to be detected by changes in backscatter. However, thinning changes the pattern in the images and this may be a way to detect it. Recent work to map storm damages supports this (Ulander et al. 2005). Areas that were unchanged through the time period were stable in backscatter even if the weather conditions, e.g. season and wetness, were different for the images.

5 COMBINING CARABAS WITH OTHER SENSORS

For standwise stem volume estimations below 100 m³ ha⁻¹, CARABAS has low accuracy due to low signal-to-noise ratio. By combining CARABAS data with data from another sensor that is more sensitive for low stem volumes, the accuracy of stem volume retrievals can be improved. CARABAS data have been combined with multi-spectral optical satellite data from SPOT-4 (Magnusson and Fransson, 2004a) and Landsat TM (Magnusson and Fransson, 2004b) at the test site Remningstorp in southern Sweden.

When combining CARABAS data with SPOT-4 or Landsat TM data, the improvements in accuracies were 15–23% compared to using only CARABAS data and 33–42% using only SPOT-4 or Landsat TM data for stem volumes in the range of 15–585 m³ ha⁻¹. For high stem volumes CARABAS gave the best result, while for lower stem volumes SPOT-4 or Landsat TM were more accurate as indicated for SPOT-4 in Figure 5. Hence, the combination of the two techniques provides significantly better results over the full range of stem volumes. The results imply that the combination of low-frequency SAR data and multi-spectral optical satellite data can be used for standwise stem volume estimation in forestry applications.

Figure 5. Stem volume from field measurements versus estimated stem volume from CARABAS data, SPOT-4 data, and the combination of CARABAS and SPOT-4 data, at stand level.
6 CARABAS PRODUCTION LINE

A pilot project aiming to develop a fully integrated system for retrieval of forest parameters from CARABAS images started in year 2001 (Walter et al., 2003). The long-term goal has been to establish the VHF SAR technique on a commercial basis for stem volume mapping applicable in forestry management planning. The main effort during the project has been to assemble and to rewrite the analysis routines developed in earlier research projects into a single homogenous software environment. The system is developed as a fully integrated part of the commercial ESRI ArcGIS family of geographic information systems. At present, the system forms a complete production line from SAR data to derived forest parameters in the end-user data format.

The main output from the production line is standwise stem volume estimations. The estimations can be made within predefined forest stands or within stand like regions resulting from a segmentation of optical satellite images (e.g. SPOT-4 or Landsat TM). Recently, standwise stem volumes have been estimated within 1300 square-kilometres in southern Sweden and are now being used and evaluated by the Swedish forest company Holmen Skog.

7 CONCLUSIONS

The penetration of VHF SAR (CARABAS) through forest canopies has repeatedly shown good results for mapping forest stem volume – particularly for large coniferous trees. The backscatter mechanisms are well understood and the effect of ground slopes can be mitigated using images from multiple flight directions as described here using image segmentation combined with a backscatter model. The stability of the backscatter allows the simple detection of large changes such as clear-cutting, whereas other changes (e.g. thinning and storm felling) may require the use of image texture. The combination of CARABAS with optical satellite images has been shown to improve stem volume retrieval from both sources due to the complementary nature of the measurements.
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ABSTRACT

This paper presents an evaluation of the possibilities to detect changes in the forest cover using spaceborne L-band interferometric synthetic aperture radar (InSAR) data from the Japanese Earth Resources Satellite (JERS-1). A test area in central Siberia was chosen for the study. Two simple methods for change detection were tested and a change detection map was created. Visual interpretation and comparison with ground data showed that in general clear-cuts should be possible to detect. However, the available forest inventory data did not include enough information on when clear-cuts, fires and other types of changes occurred to allow a full accuracy assessment. A second change detection map was created by combining L-band coherence from JERS-1 with C-band coherence from the European Remote sensing Satellites (ERS-1/2).
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1 INTRODUCTION

The possibility to detect deforestation with JERS-1 repeat-pass coherence has been mentioned in several studies. These studies have been done for tropical forest in the Amazon (Luckman et al., 2000; Rosen et al., 1999) and on Sumatra (Suga and Takeuchi, 2000; Takeuchi and Oguro, 2003) and all show good results. Other studies have indicated that it is possible to detect areas damaged by forest fire (Takeuchi and Yamada, 2002). For boreal forest it has been shown that it is possible to separate sparse and dense forest (Askne et al., 2003; Eriksson et al., 2003), but no results for change detection have been published.

2 BACKGROUND

Based on the availability of ground data, satellite data and meteorological data Chunsky North on the Central Siberian Plateau was selected as test area. Chunsky North is 387 km\textsuperscript{2} large and contains 1226 forest stands with an average size of 32 ha. Most stands are natural stands with mixed forest. The main tree species are pine, birch, larch and spruce. The area was covered by a large number of image pairs from JERS-1 and ERS-1/2. Four of these were selected in order to cover a time period long enough for change detection. Baselines and weather conditions are given in Table 1. A thorough description of the test area, available forest inventory, satellite and meteorological data is given in (Eriksson, 2004).

Table 1. Baselines and weather conditions for the selected JERS-1 and ERS-1/2 acquisitions over Chunsky North.

<table>
<thead>
<tr>
<th>Satellites</th>
<th>Acquisition dates</th>
<th>Perp. spatial baseline [m]</th>
<th>Temperature [°C]</th>
<th>Wind speed [m/s]</th>
<th>Snow depth [cm]</th>
<th>Comments</th>
</tr>
</thead>
<tbody>
<tr>
<td>JERS-1</td>
<td>1993-12-29 1994-02-11</td>
<td>550</td>
<td>-13 -13</td>
<td>3 4</td>
<td>27 45</td>
<td>Snowfall Light snowfall</td>
</tr>
<tr>
<td>JERS-1</td>
<td>1996-01-16 1996-02-29</td>
<td>319</td>
<td>-23 -5</td>
<td>0 3</td>
<td>27 31</td>
<td>Light snowfall</td>
</tr>
<tr>
<td>ERS-1/2</td>
<td>1997-10-05 1997-10-06</td>
<td>239</td>
<td>+6 +5</td>
<td>1 1</td>
<td>0 0</td>
<td>Rain between acquisitions</td>
</tr>
</tbody>
</table>
3 DATA ANALYSIS

3.1 MULTI-TEMPORAL COMPARISON

The availability of JERS-1 pairs from two different years, preferably acquired during the same season, make it possible to search for changes in the forest cover by looking at differences in the coherence images. If a forest mask with stand borders is available it is possible to make stand based change detection. In Fig. 1 the coherence for two images is plotted for all stands larger than 5 ha in Chunsky North. The correlation coefficient of 0.89 shows that there is a high interannual consistency between the coherence values. Plots that deviate from the 1:1 line indicate that these stands have been affected by some type of change between February 1994 and January 1996. In general, the coherence is low for dense forest and high for sparse forest and open areas (Eriksson et al., 2003). For a small group of stands the coherence increased dramatically from around 0.2 in 1994 to between 0.45 and 0.67 in 1996. In the forest inventory from 1998, six of these stands are classified as clear-cuts, five as unclosed natural forest and one as natural forest. However, due to their regular shapes and strong contrast compared to surrounding dense forest, new clear-cuts are often easy to identify visually. This is clearly illustrated by the two coherence images in Fig. 2. An assumption is that the five unclosed natural stands were cut in 1994 and were then left for natural regrowth. The single natural stand is most likely a clear-cut that was never reported. In four cases the coherence decreased significantly between 1994 and 1996. These stands are labelled burned forest in the inventory. Several stands that are marked as clear-cuts or burned forest in the 1998 inventory data appear on the 1:1 line in Fig. 1. This indicates that they occurred before December 1993 if they have high coherence or after January 1996 if they have low coherence. Unfortunately, the available forest inventory data do not provide any information about when clear-cutting, fires or other disturbances occurred.

If no stand borders are available another simple method can be used. Two difference images, Diff1 and Diff2, were created. One where the coherence image from the earlier acquisitions is subtracted from the coherence image from the later acquisitions (Diff1) and one where the later coherence image was subtracted from the earlier (Diff2). For the histograms of each difference image lower and upper threshold values were selected, as indicated in Fig. 3, and the images were stretched between these values. The rescaled version of Diff1 then indicate where a strong increase in coherence occurred and the rescaled version of Diff2 where the coherence decreased. Clear-cuts should be captured by Diff1. The value of the lower threshold will decide how strong differences will be filtered out and the distance between the lower and the upper thresholds will determine the dynamic range of the change image. If a simple 1/0 mask is wanted, the lower and the upper thresholds should be given the same value. A change detection map can be created by combining the new Diff1 and Diff2 with one of the original coherence images into a RGB-composite. An example of such a change map is given in Fig. 4.

![Figure 1](image-url) JERS repeat-pass coherence from two different dates plotted against each other. Only stands larger than 5 ha have been included. The sizes of the circles are determined by the stem volumes in the forest inventory from 1998.
Figure 2. The image to the left is a section of the coherence image from 1993/1994 and the one to the right shows the same region two years later. The red lines mark areas with extensive change.
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Figure 3. The histograms of the differences between the coherence images. The dotted lines indicate the lower and upper threshold values for the stretching that was used to create the change detection masks.

![Image 3](image3.png)

Figure 4 Change map of a section of the Chunsky area. Light green indicate areas with a strong increase in coherence and red areas with a decrease. Areas with no major change are blue. Open areas and sparse forest are bright blue and dense forest is dark blue.

![Image 4](image4.png)
3.2 COMBINING JERS-1 AND ERS-1/2

If a longer time series of JERS-1 coherence images had been available it would have been possible to create multiannual change maps that do not only give the location of the change but also show changes for more than one time period. For Chunsky this was not possible, but in addition to the JERS-1 pairs from 1993/1994 and 1996, two ERS-1/2 tandem pairs were available, the first from the same period as the last JERS-1 pair, and the second from October 1997. By combining these four pairs it was possible to create a change detection map where the identified changes could be divided in two groups depending on if they occurred in the period February 1994 to January 1996 or between January 1996 and October 1997. One version of this map is shown in Fig. 5. It was created with a methodology similar to the one described in the previous section, but instead of using Diff1 and Diff2 for the red and green colours, Diff1 from the JERS-1 difference image and Diff1 from the ERS-1/2 difference image were used. In this way only the changes where the coherence increases, e.g. clear-cuts, are included.

One source of uncertainty in this multi-sensor approach could be if the ERS-tandem coherence and the JERS-1 coherence react differently on some type of change. So far the only difference that has been identified was for bogs. One advantage of using the slope of the histograms of the difference images is that the method becomes independent of the overall coherence level of the coherence images. It is therefore no problem to use two coherence images with as different coherence levels as the ERS-1/2 pairs from January 1996 and October 1997. A more serious problem is that changes that are caused by natural seasonal differences in the coherence for some land cover types will show up as changes in the difference images. To avoid this type of misclassification it is recommended to use coherence images from the same season.

**Figure 5** Change detection map for Chunsky (left figure) and land cover classes according to the forest inventory database from 1998 (right figure). The change detection map is an RGB-composite with the following bands: **Blue**: JERS-1 coherence from December 1993/February 1994. **Green**: Difference between JERS-1 coherence from January/February 1996 and JERS-1 coherence from December 1993/February 1994. **Red**: Difference between ERS-1/2 coherence from October 1997 and ERS-1/2 coherence from January 1996. **Interpretation**: **Blue**—Open areas or sparse forest before December 1993. **Green**—Changes that occurred between February 1994 and January 1996. **Red**—Changes that occurred between January 1996 and October 1997.
4 DISCUSSION

Both JERS-1 pairs that have been used in this study were acquired under frozen winter conditions. Only in boreal forest can we expect to find such conditions and compared to the continental climate in Siberia, the more coastal climate in Northern Europe reduces the probability to find image pairs acquired under similar frozen conditions. However, the vast majority of the boreal forests in the world are located far enough from the coasts to provide a climate suitable for winter acquisitions. Temporally the acquisition period is limited to a few months per year. With a repeat-cycle as long as 44 days the number of possible acquisitions is reduced so that only two, or in extreme cases three, coherence images can be formed annually. For clear-cut monitoring one annual coverage should be enough.

5. CONCLUSIONS

The presented results show that it is possible to detect large changes in boreal forest cover using satelliteborne L-band repeat-pass coherence acquired under frozen conditions. A test area in central Siberia was chosen for the study, based on the good availability of JERS-1 repeat-pass acquisitions suitable for coherence estimation. In addition, coherence from two ERS-1/2 tandem pairs was included in the study to extend the temporal coverage and allow change detection over a longer period of time.

Two different methods for change detection were tested, one that can be used if forest stand borders are known and one that is based on thresholds for difference images of an area up to the size of a satellite scene. The second method was used to create a change detection map. To demonstrate the flexibility of this method, a second change detection map was created by combining L-band coherence from JERS-1 with C-band coherence from ERS-1/2. Unfortunately the available forest inventory data did not include enough information on when clear-cuts, fires and other types of changes occurred to allow a full accuracy assessment. However, visual interpretation and comparison with the ground data showed that in general clear-cuts should be possible to detect. Forest fires, selective logging, thinning, regrowth and other types of changes where the differences are less dramatic will require improved systems and methods where changes in the growing stock volumes are quantified.
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ABSTRACT

This study assesses the capabilities of commercially available airborne short wavelength (X-band) SAR interferometry data for retrieving forest stand height using data from the Intermap Technologies Star-3i system over three test sites in the UK. Forest stand height is an important indicator of standing biomass for management purposes as well as for the assessment of carbon storage. Tree height retrieval is achieved by subtracting the ground surface (UK Ordnance Survey DEM, OSDEM) from the canopy surface (Intermap Digital Surface Model, DSM), and the results are then compared to known stand heights. The DSM-OSDEM procedure produces results in line with expectation – i.e. the DSM underestimates the canopy height by 10-20%. Relationships between radar retrieved height and forest parameters such as stocking density and age, and radar dependant properties such as slope and edge effects are presented as possible explanations for variations across the collected data. Supporting work using a simple coherent interferometric scattering model was also used to characterise and explain the effects on tree height retrieval due to variations in slope, number density, stand height and forest edges. Also introduced are forest height maps produced from the SAR height retrieval methodology. These maps can be used for management purposes as a visual aid, as well as being incorporated into existing GIS systems to aid decision making at the forest, stand and, due to the high resolution, sub-stand level. This new data set therefore potentially allows a rapid and timely management tool for use in cost-effective sustainable forest management and conservation initiatives.

Keywords: SAR interferometry, height, forest inventory, monitoring, DSM, edge effects, PRIS model.

1 INTRODUCTION

At present, UK forest cover (11.6%, 2,731,000 ha) falls significantly below the European average of 46% (FC, 2004a), but represents a sizeable spatial resource. In accordance with the UK Forestry Standard, management of both existing and expanding forests must be sustainable to address the increase of timber and other woodland resources, as well as social and economic impacts (FC, 2004b). Furthermore, sustainable forest management (EC, 2003) directly contributes to the sequestration of atmospheric carbon, thus reducing levels of and the negative effects of greenhouse gases. Governments are committed to achieving emission reduction targets set by the Kyoto Protocol. Crucially, the Protocol calls for provision to consider afforestation, reforestation, and deforestation (ARD) when meeting national commitments (IPCC, 2000). Therefore, techniques for mapping, quantifying, managing and monitoring forest expanse have critical relevance to achievement of a low carbon economy, as well as a sustainable forest resource (Hickey et al., 2005). Remote sensing effectively addresses these issues and has already been identified by the Intergovernmental Panel on Climate Change (IPCC) as the desired technology to measure and monitor forested landscapes (IPCC, 2000).

The use of remote sensing as a means of data collection, quantification and assessment has been actively pursued for forest management applications at a range of scales from individual trees, stand, forest, and landscape, to national, international and global (Franklin, 2001; Donoghue, 2002). Remote sensing can provide useful information about the vertical and horizontal structure of the forest at a range of scales. Image processing analysis further enhances the diverse data at a variety of scales that can be readily integrated into a GIS-based management system.

This study assesses the capabilities of commercially available airborne short wavelength (X-band) Synthetic Aperture Radar (SAR) interferometry data for retrieving forest stand height using data from the Intermap Technologies Star-3i system (Intermap, 2005) over three test sites in the UK. Such data is rapidly being acquired for a large number of countries, for example Nextmap Britain has produced UK-
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wide digital elevation data, and so is becoming increasing available to users. The data has been extensively assessed for height accuracy over bare and sparsely vegetated ground (Dowman et al., 2003; Wallington et al., 2004); in this study we assess its performance in combination with ground elevation data to estimate canopy height. Forest stand height is an important indicator of standing biomass for management purposes as well as for the assessment of carbon storage. Height is also an important ecological parameter in its own right, and an important input parameter for line-of-site analysis. This new data set therefore potentially allows a rapid and timely management tool for use in cost-effective sustainable forest management and conservation initiatives.

2 STUDY SITES AND DATA

2.1 STUDY SITES

Three study sites were considered: Coed Y Brenin Forest District in North Wales (N52:49:12 W3:53:27 lat/long), Kielder Forest District in Northumberland, North England (N55:11:44 W2:32:11 lat/long), and Glen Affric in the Scottish Highlands (N57:17:00 W4:54:49 lat/long). 59 plantation forest stands were considered, and consisted of a number of species including Sitka spruce (Picea sitchensis), Norway spruce (Picea abies), Japanese larch (Larix kaempferi), Western hemlock (Tsuga heterophylla) and Scots pine (Pinus sylvestris).

2.2 DATA SETS

2.2.1 InSAR digital surface model

The InSAR Digital Surface Model (DSM) was supplied by Intermap Technologies, and was geo-referenced to OSGB36 prior to delivery. The DSM is produced from the first return of the signal which represents the first surface the signal came into contact with, whether it is the ground or vegetation canopy. The DSM has a pixel size of 5m and a RMSE of between 0.5 – 1.0m (95% = 1.0 - 2.0m) dependent on flying height. These accuracies are quoted for moderately sloped, unobstructed terrain (Intermap, 2003).

2.2.2 Ordnance Survey DEM

The Ordnance Survey (OS) Profile 10m Digital Elevation Model (OSDEM) was used as a ground reference surface. The OSDEM has a pixel size of 10m (re-sampled to 5m to match DSM; this was purely to ease comparison and not an attempt to improve resolution). This DEM is assumed to be a representation of the true ground surface for the purposes of this study.

2.2.3 Complimentary reference data

Aerial photographs were supplied by Forest Enterprise, and covered all of the Coed Y Brenin test area, and partial areas of the Kielder test area. These photographs were used for assessing ground cover type, and relative (visual) tree height assessment. The Forestry Commission Sub Compartment Database (SCDB) was used to gather information on stand details, for example species and age. Traditional forest inventory techniques (Philip, 1994; Husch et al., 2003; Hamilton, 1998;) were used to establish the top height of the sample stands. This height was then used as the true top height of the stand. In total, 59 plots were measured, distributed between Coed Y Brenin (23), Kielder (11) and Glen Affric (25).

3 FOREST HEIGHT RETRIEVAL

Tree height and stand height can be described in a number of ways. In this study, stand height is expressed as the traditional Top Height (H_{100}) measurement, which is defined as either the average height of the 100 trees/ha with largest diameter at breast height (DBH), or the average height of the 100 tallest trees/ha (Philip, 1994):

\[ H_{100} = \frac{\sum_{0}^{100} H_i}{N} \]  

where \( H_i \) is total height and \( N \) is the sample size. Similarly, the retrieved top height (H_{r100}) is defined as the average of the highest 100 retrieved heights/ha:
where $H_r$ is the retrieved height. Top height is the average of the total heights of the specified number of trees; total height is defined as:

$$H_{T(0)} = \frac{\sum_{0}^{N} H_r}{N}$$

(2)

The specific realisation of equation 3 used to retrieve tree height using SAR in this study was achieved by subtracting the OSDEM from the DSM, as defined by:

$$H_{Tree} = H_{DSM} - H_{OSDEM}$$

(4)

In each of the chosen stands, height values from the DSM and OSDEM were retrieved from a 50 x 50m plot; smaller plots were used if the stand was too small to accommodate a 50 x 50m. Equation 4 was implemented to retrieve the height per pixel within the plot, and equation 2 was used to estimate the retrieved top height. This top height was then compared to the measured top height per plot.

**4 HEIGHT RETRIEVAL RESULTS AND DISCUSSION**

Subtraction of the OSDEM from the DSM to retrieve a top height produced a strong Pearson's correlation of 0.79 (Figure 1, left). As expected, the retrieved height is an underestimation due to signal penetration through the canopy. At the shorter wavelengths (X-band), penetration is limited to the upper canopy, and as such the resultant height of the scattering phase center is predominately dominated by scattering from the smaller scatterers in the canopy. The resulting average underestimation is around 30-35%.

Regression analysis of Retrieved Top height plotted against Measured Top, $R^2 = 0.62$, predicts tree height to within ±4.7m RMSE; for a 20m high tree, this represents a prediction error of 23.5%. Inversion of the retrieved heights through regression allows the prediction of actual top height based on the retrieved top heights (Figure 1, right). This results in a prediction accuracy of ±4.7m RMSE; for a 20m high tree, this represents a prediction error of 23.5%, which is an improved accuracy when compared to the raw retrieved heights. There are however a number of outlying points which are evident and can be better visualised by looking at the residuals of the predicted heights (Figure 2, left). Accounting for the 7 outliers with residuals greater than 6m (Figure 2, right), the RMSE is reduced to ±2.5m ($R^2 = 0.84$); for a 20m high tree, this represents a prediction error of 12.5%, a further improvement on the raw height retrieval. When looking at individual species, for example Sitka spruce ($Picea sitchensis$), regression analysis predicts actual height with an $R^2$ of 0.84 and 0.97 in Coed Y Brenin and Kielder respectively.

![Measured Top Height vs Retrieved Top Height](image1.png)

**Figure 1.** Left: Measured Top height plotted against Retrieved Top height. Average error of 7.23m (34.7%), observations = 59, Pearson’s $R = 0.79$. Note: Kielder (○) data were collected independently of Kielder (△). Right: Regression analysis of Retrieved Top height plotted against Measured Top, $R^2 = 0.62$, predicts tree height to within ±4.7m RMSE, for a 20m high tree, this represents a prediction error of 23.5%.
5 MODELLING RETRIEVED HEIGHT

A newly developed Polarimetric Radar Interferometry Simulator (PRIS) (Izzawati et al., 2004; Izzawati et al., Submitted; Woodhouse et al., Submitted.) was used to examine relationships between retrieved height and forest parameters such as stocking density and age, and radar dependent properties such as slope and edge effects are assessed and quantified by way of a simple interferometric model. Underestimation is expected due to the variation in the location of the scattering phase centre, whose values depend on the relative scattering contribution from the ground surface and forest trees. At X-band, short penetration depth means that most scattering comes from the ground surface and near top of the trees. Increasing contribution from the ground surface near the edge of the plantation results in severe height underestimation. Better height retrieval can be obtained at the areas far from the edge as the main scattering contribution comes mainly from the top of the tree crowns (Woodhouse et al.; submitted). The extent and amount of height underestimation appears to be affected by viewing angle, tree height and density. Further height retrieval differences will be species dependent, whereby the canopy characteristics will vary, with some canopies being conical and dense (e.g. Sitka spruce) and other being more elliptical and open (e.g. Scots pine), resulting in different penetration depths.

6 CONCLUSION

In this paper, the use of commercial airborne X-band SAR data has been demonstrated and analysed for forest height inventory. Subtracting a ground surface (OSDEM) from a top of canopy surface (DSM) provides an estimate of tree height. The retrieved tree heights were converted into retrieved top height and compared to measured top heights. The findings are summarised as:

- Top height retrieval when compared to actual top heights gave an average error of 7.23m (34.7%).
- Inversion of the height retrieval predicted measured heights based on retrieved heights to within ±4.7m RMSE, for a 20m high tree, this represents a prediction error of 23.5%.
- Accounting for outliers with a residual error of >6m improved height prediction to ±2.5m RMSE, for a 20m high tree, this represents a prediction error of 12.5%.
- When comparing individual species (e.g. Sitka spruce), regression could predict measure height based on retrieved height with a 97% correlation.
- Reasons for height under prediction were investigated. Canopy characteristics (shape and density) as well as radar viewing angle, tree height and density were seen as potential factors. The influence of edge effects was also examined, and results indicate that better height retrieval is achieved far from edges.

These results themselves are interesting, but the data becomes more operationally useable when viewed as forest height maps (Figure 3, left). These maps can be used for management purposes as a visual aid, as well as being incorporated into existing GIS systems to aid decision making at the forest, stand and, due to the high resolution, sub-stand level (Figure 3, right). This new data set therefore potentially allows a rapid and timely management tool for use in cost-effective sustainable forest management and conservation initiatives.
Figure 3. **Left:** Forest height map of Coed Y Brenin, N. Wales, UK. Darker shades of green represent taller trees. **Right:** Forest height map with Forestry Commission stand boundaries overlaid (red lines). Brighter areas represent taller trees. Stand boundaries show a good fit, as well as added value of stand internal variation.
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ABSTRACT
A programme of research is proposed which will examine, validate and develop polarimetric SAR for forest biomass measurement, which is potentially the key contribution of SAR for global studies of the carbon cycle.

Keywords: SAR, GB-SAR, biomass.

1 INTRODUCTION
Forests sequestrate carbon from the atmosphere during photosynthesis, release carbon through respiration and ecological disturbances and are valued for their capacity to store carbon over long time scales. To fully understand quantitative relationships in the terrestrial components of the global carbon cycle, forest biomass estimates are needed that are spatially comprehensive and repeatable. Over the past few years novel observing techniques have been developed exploiting polarimetric and interferometric capabilities that are now available from airborne and satellite SAR systems, of which PolInSAR is the most prominent such technique. It exploits the polarisation dependence of scattering mechanisms to estimate scattering phase centre heights, which can be extrapolated to tree height.

However, no comprehensive assessment of the operational potential and limitations of PolInSAR is yet available. Particular open questions relate to the conditions under which PolInSAR produces accurate results, with respect to structural canopy types, technical sensor specifications, and imaging conditions. In addition, current model-based approaches used to interpret the data need much stronger experimental confirmation. To address these deficiencies a ground-based 3D SAR tomography measurement campaign based around the GB-SAR System (Morrison, 2003) is proposed.

2 METHODOLOGY
GB-SAR is a mobile, fully polarimetric SAR imaging system (Morrison, 2003). A programme of field measurement is proposed in combination with analyses from coherent modelling, and airborne and satellite imagery. Tomography exploits multi-incidence-angle 2D imaging, and a fully polarimetric mode will provide truly 3D realisation of the polarimetric scattering pattern through a canopy, allowing examination of the effects of variations in vertical biomass distribution of forest stands (Morrison, 2001). It will make it completely clear how to interpret the measurements produced by polarimetric interferometric SARs, remove interpretation ambiguities, and introduce a whole new set of possibilities for SAR applications and inversion schemes.
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Reports 8a-8c from the Swedish National Board of Forestry are the proceedings volumes from the scientific part of the ForestSat conference about “Operational Tools in Forestry Using Remote Sensing Techniques”, held in Borås, May 31 – June 1, 2005.

The volumes contain 70 contributions from Europe, Canada and USA, which together gives a picture of the state of the art in research and practice in large area forest remote sensing in Europe and North America.